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ABSTRACT

De-noising of themedical imagesisvery difficult task. Toimprovetheoverall visual representation
weneed toapply acontrast enhancement techniques, thisrepresentation providethephysiciansand
cliniciansagood and recovered diagnosisresults. Variousde-noising and contr ast enhancementsmethods
aredevelops. However, someof themethodsarenot good in providing thebetter resultswith accuracy
and efficiency. |n our paper wede-noiseand enhancethe medical imageswithout any lossof infor mation.
Weusesthecurvelet transform in combination with ridglet transform along with CS(Cuckoo Sear ch)
algorithm. Thecurvlet transform adapt and repr esentsthe spar se pixel infor mationswith all edges.
Theedgesplay very important rolein under standing of theimages. Curvlet transfor m computesthe
edgesvery efficiently wherethewavel etsarefailed. Weused the CSto optimizethede-noising coefficients
without lossof structural and mor phological infor mation. Our designed method would beaccurateand
efficient in de-noising the medical images. Our method attemptsto remove the multiplicative and
additivenoises. Our proposed method isproved to bean efficient and reliablein removing all kind of
noises from the medical images. Result indicates that our proposed approach is better than other
approachesin removing impulse, Gaussian, and speckle noises.

KeyWords: Curvelet Transform, M edical | mages, Noise, Cuckoo Sear ch, De-Noising, Optimization.

INTRODUCTION

e primary objective of imagesin our red lifeis

to understand ahuge amount of datain aprompt

view rather than browsing and understanding a

large number of papers. Therefore, images have a good
form of information to perceive something. Medical images
make it possible for an expert to analyze and detect
diseases. Images may be distorted because of dissimilar
types of noises during acquisition and communication

and therefore require enhancement and de-noising. De-
noising of imagesisnecessary to extract useful information
through medical images. Image processing methods can
be utilized to enhance, reconstruct, and analyze an image
or its areas of interest for users.Two noise models exist,
namely, multiplicative and additive [1]. Additive or
multiplicative noise can cause a corrupted image. In salt
and pepper noises, pixels, which are corrupted, have either
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very low or high intensitiesin comparison with intensity
of neighboring pixel. A pixel inanimageisconsidered as
salt pixel when it contains high abnormal values. Salt and
pepper noises acquire values of either 0 or 255, i.e. the
random values of noise can vary between 0 and 255. Noise
can be added to an image through multiplicative rule. A
multiplicative noise model comprises speckleand Rician
noises. Such type of noisesis considered as datamissing
noises and arises when loss of data occurs during signal
transmission. Imaging systems related to medical, such
asMRI (Magnetic Resonance Imaging) and CT imagery
can be often corrupted by speckle noise. Speckle noise
follows the gamma distribution. Curvelet with ridgel et
transform approaches would be our main research focus.
For comparison, we use wavel et-based methods, i.e. Sure
shrink [2], Visu shrink [3], Bayes shrink [4], and NNs
(Neural Networks) [5]. Noisesonmedica imagesarefound
to be Rician, Gaussian, and speckle.

2. RELATED WORK

MRI, ultrasound, and CT images are useful to diagnose
diseasesinthemedical field. High-quality images present
good diagnosis results. Therefore, making such type of
noise-freeimagesisimportant. In thisstudy, we only focus
on CT and MIRs. These types of images are suffering
from impulse, speckle, Rician, and Gaussian noises [6].
Pizurica[7] suggested amethod for de-noising magnetic
resonance and ultrasound images. They exploited
wavel etsto remove speckle and Rician noises. Probability
density function and empirically approximating
probabilities are the basicsfor this method. The suggested
method isnot complex andisuseful for unidentified types
of noises.

Another useful method was suggested in [8]; the concept
of dyadic waveletswas utilized, with soft thresholding of
expansion coefficient thresholding for 3D (Three
Dimensional) X-Ray images. A method for de-noising MRI

with white Gaussian noisewas mentionedin [9]. Bilateral
filter was then used to approximate coefficients by de-
noising and preserving edges. The de-noised coefficient
was used for the formation of reconstructed images. A
technique for preserving edges of magnetic resonance
images while removing noiseswas highlighted in [10].

Images related to tumor of breast cancer were de-noised
by thresholding NNsin [11]. Two steps were performed
for thismethod. First, theimage was de-noised to become
clear. Second, image segmentation was performed to
extracts the region of interests. Thresholding NNs were
combineswith wavel etsto obtain de-noising and efficient
detection of medical images.

However, considerabletimeisrequired for amachineto
show intelligent behavior. Thus, such types of
techniques are time-consuming. Research related to
medical images has highlighted the use of two Al
techniques, i.e. fuzzy set theoryand NNs. De-noising
can be effectively performed using both types of soft-
computing techniques. The learning capability of ANN
(Artificial Neural Network) and parallel computing are
useful for several applications, i.e. computer vision,
pattern recognition, signal processing, and imaging.
However, such capability presents several drawbacks,
such as lack of generality, dependence on many
parameters, and cannot represent knowledge. Separate
architecture of ANN is required for the problem of
specificity, even for minute changes related to noise
dataset and structure. During the training of ANN, the
parameters that are to be determined are the learning
rate, neurons in each layer, input weights, number of
hidden layers, and transfer function. With the use of
ANN, knowledge representing explicitly also becomes
anissue. Meanwhile, fuzzy logic systems cannot handle
numerical data. If large numbers of patterns exist in a
dataset, then using if-then rule for fuzzy logic systems
becomesdifficult for extraction[12].
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For smoothing an image, afuzzy filter was suggested in
[12.13]. Efficient resultsfor de-noising could be produced
with the preservation of imagedetails. However, thisfilter
wasted much time performing de-noise without noise
detection. The suggested technique in [14] used NN for
images performing principal component analysis. Owing
to limitations for NN, this technique had some
disadvantages. Stopping criteriafor the learning process
of NN also affected this technique. The technique
suggestedin [11] was de-noising medical imagesusing a
wavel et technique thresholded with NN. A new threshold
strategy has been proposed by thistechniquefor wavelets
and trainsthe NN for such type of problem. Satisfactory
results have been achieved for wavelets using this

strategy.

Image smoothing can be performed using wavelets by
eliminating components of some high frequency, which
may be contaminated with some noise. During wavel et
shrinkage methods, threshold value can be computed.
Differentiation between noisy wavelet coefficients and
the coefficients having useful information can be
conducted using thresholding [15]. Coefficients of
wavelets lower than the threshold are set to 0, whereas
the remaining coefficients are altered or maintained with
respect to thresholding strategy. Selection of threshold
iscritical for algorithmsbased on wavel et shrinkage. Good
de-noising results are difficult to obtain using inaccurate
values for threshold.

Animage can befiltered with the moving of window mask
upon the image. To implement and to design afilter are
simple. However, they are not much effective because of
deficiency of knowledge about image structures and noise
types. Another reason for low accuracy rate is the
selection for appropriate size of window. On one hand,
texture or detail from noise cannot be distinguished using
small sizes of windows. On the other hand, large sizes of
windows may lead to false detection for noise with the
covering of new texture, and theimage may be blurred.

Pragada and Sivaswamy [16], the suggested technique
compared fixed bio-orthogonal wavelets with matched
wavelets using Bi shrink and bays strategies for
thresholding for different images. The suggested method
showed animprovement for thevaluesof low PSNR (Peak
Signal-to-Noise Ratio) noisy imagesthat ranged from O-
18. Hence, high values for noise can be removed using
this method. To de-noise images, the techniques
highlighted in[17,18] applied complex wavel et transform
to images. The technique in [19] focused on preserving
shiftinvariancefor medical and satelliteimagesand details
for fine image. To achieve such goals, this method was
successful with the use of complex wavelets. Bayesian
estimator was used in this technique. In the technique
presented in [17], a new estimator was designed using

Stein’sprinciple.

Bayesian estimator and ridglet transform was used for
the techniques suggested in [15,20,21] to recover
components of signal from coefficients of wavelets.
Compared with other models, Bayesian estimator can be
utilized to obtain accurate approximation of impulse noise.
A difference exists between the two techniques, i.e. the
first approach is useful for poison noise, whereas the
second and third approach is useful for both poison and
Gaussian noises.

Speckle noise frequently corrupts SAR (Synthetic
Aperture Radar) images. Theauthorsin[22] used an ICA
(Independent Component Analysis). Results showed that
ICA performed better than Lee and Kuan filter. Another
discrete curvelet transform-based method [23] was
proposed to de-noise typhoon cloud images. Gaussian
noise from a typhoon cloud image was removed by
combining generalized cross validation and discrete
curvelet transform. The proposed methodology
outperformed wavel ets using generalized crossvalidation
and soft threshold methods.

Mehran University Research Journal of Engineering & Technology, Volume 37, No. 1, January, 2018 [p-ISSN: 0254-7821, e-ISSN: 2413-7219]

3



A Hybrid Technigue for De-Noising Multi-Modality Medical Images by Employing Cuckoo’s Search with Curvelet Transform

Rashedi and Zarezadeh [24], a filtering technique was
applied on medical imagesto remove Gaussian noise. The
authors proposed three new filters, and their performance
was better than other nonlinear filters. The shortcoming
of nonlinear filtersistheir tendency toward imageblurring.
Qing-Hang [25] also discussed afiltering method based
oncombinations of anisotropic diffusionfiltersand linear
minimum mean square error filters. Techniques proposed
in [9,26] were based on the merger of contrast
enhancement and de-noising methods.

Alternately, the probability distribution function of
wavelet coefficients that gives useful information was
determined by unknown noisetypesin[27], and the Canny
edge detector [25] was used after threshol ding to enhance
edges. Thewavel et coefficients, which are hdpful inRician
and speckle noise reduction from medical images, were
approximated using bilatera filter [26,28]. Hence, theresult
sati sfaction was based on these techniques. Wavel ets[29]
and simple curvelet [30] are not reliant on noise type.
They are applied to remove all types of noises, but their
performanceisnot much satisfactory in termsof accuracy,
morphological and structural information, and
computational complexity. The quality of images can be
improved further by devel oping more efficient techniques
than NNs and wavel ets.

3. PROPOSED METHODOLOGY

In the given section, we explain the curvel et transform by
using ridgelet transforms with CS for medical image de-
noising. Fig. 1 showsthe block diagrams of the proposed
method, which consist of some essential stages.

D Thefreguency of thecurvel et coefficients of the
input images are de-noised by employingCS,
which combines the output of the images in
terms of objective evaluations, such as PSNR,
MSE, SSIM, DSSIM, CNR, and U1 QI.

@ The frequency of the curvelet coefficients of
theimages are sel ected from the sourceimages.

® The inverse curvelet transform is applied for
frequencycurvelet coefficients to generate the
final smooth image.

e Curvelet transform is applied for the image
decompositions, partitioning, analysis of the
component, and renormalizations.

6) The function of curvelet transform is modified
accordingto CS.

6) Every image square is analyzed by DRTs
(Discrete Ridgelet Transforms).

) A dimensionals featuresvectors are extracted
fromimagesby employing thecurvel et transform.

® CS is used to optimize the feature for image
smoothing.

3.1 Curvedet Transform

The frequency and time analysis decomposes a signal
into the numerouso rthogonals bases. The signals are
guantizesinto the summations of the different coefficient
basis, i.e. f=%k ak bk whre ak isthe coefficients, and bk is
the basis, frame. Although wavel et can efficiently handle
point discontinuity [31,32], but curvelet consider
numerous coefficientsfor edges, asshowninFig. 2. Fig.
2(a) shows that the wavelet approach requires many
wavelet coefficientstointerpret edges, singularitiesalong
lines, or curves. Fig. 2(b) showsthat the curvel et approach
needsminimal coefficient for edges. Thereare mainly two
types of curvelet transforms, first and second generation
of curvelet transforms. The first generation curvelet
transform has complicated digital realization that includes
sub-band division, smoothing block, normalization, and
ridgelet analysis. Theridgelet analysisis so complicated
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to implement and takes too much time for analysis.The Fig. 3 illustrates the decompositions of input images
second generation curvelet transform is also known as intothe sub-bands by using spatial s partitionings of every
fast curvelet transform, and it reduces the computational sub-bands (every sub-band decomposes into blocks).
time for ridgelet analysis. It uses wrapping algorithms Theridgelet transformsis then used to every blocks.We

describe the bank of sub-band filter P,(A, s> 0). The
entities f is filters into the sub-band. This stage divided
the images into several resolutions layer. Each layer

such as continuous, discrete ridgelet transform and RT
(Radon Transform). Overviews of curvelet and ridgel et

transformsaregiveninFig. 3.
includes detail of diverse frequency, as explained in the

Theoverview of curvelet transformisgiveninFig. 3. following Equation (1):
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FIG. 1. THE FLOW MODEL OF THE PROPOSED WORK
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f'1(Pf,Df,Df,....) @

WhereP and A,. A,,.... arethe high and low frequencies
filters. Therefore, the input images can be restructured
from the sub-bands through Equation (2).

f= PO(POf)+§As(ASf) @

A convolution operator is applied for sub-band
decomposition, asexplained in Equation (3).

Pf=F fDf=Y, *f ®

Some connections exist among curvelets and wavelets
transform. The sub-band decomposition can be estimated
by using the familiar wavelet transforms. The wavelet
transforms are decomposed into different decomposition
levels, suchasS, D,, D,, D,. P,fismoderately developed
from S;to D, and may comprise D, and D,. A f isassembled

from D, to D P,f is low pass and can be capably

2st1”
represented using wavelet base [33]. However, the
discontinuity curve affects the high-pass layers As f. A
compilation of smooth window WQ(x,x,) localize about

dyadic image squares is defined.

The next step is to smooth the partitioning of the image
defined as acompilation of the smooth windows, and the
ridglet analysis and ridglet transform, The used of the

FIG. 2(a). WAVELET TRANSFORM

approach in association with the ridgelet transform has
been deliberated in [33-35].

Fig. 4(a-c) illustrates an institutive exampl e of magnetic
resonance image by using wavelet and curvelet
transforms. Input image can be decomposed into more
high-pass sub-bands than only three sub-bands of the
wavelet transform. Therefore, curvelet transform with
ridgelet transform captures more feature information in
different directional sub-bands than wavelet transform
does.

high frequencies

WT2D
Image E—

Em;mmeu

aray

Frequency

FIG. 3.CURVELET TRANSFORM FLOW GRAPH

FIG. 2(b). CURVELET TRANFORM
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Fig. 5 lllustrate the transformation of digital polar gridin
frequenciesdomainsfor nxn matrix imagewherenisequal
tolength 8. Curvelet transform flowgraph. Fig. 5illustrates
the decomposition of the original image into subbands
followed by the spatial partitioning of each sub-band.The
ridgelet transform is then applied to each block.

3.2 DeNoisngCosfficients

After decomposing the images into sub-bands and
applying theridglet and RT, we employing our technique
to de-noise the medical image. The proposed
methodology is ordinary and is outlined mostly for self-
contentedness and clearness.

Noisy dataaregivenintheform of thefollowing Equation
@

x, =)+, @
where f is source input image to be de-noised and
enhanced, and z is the noise, i.e. z ~"*N(0,1) added to

the image and ¢ is used to summation the total noisein
theimage.

3.3 Cuckoo Search

In the given section we introduces CS algorithm to
optimizethe de-noised curvel et coefficients. In our method
we combine the curvelet abridglet transform with an
optimization technique named as CS. The main function
of CSisto optimize and maintain the main feature and
morphological structure of an image without loss of

4+

FIG. 5. THE ILLUSTRATIONS OF DIGITAL POLAR GRID IN
FREQUENCIES DOMAINS FOR N X N IMAGE (N = 8)

FIG. 4(a). SOURCE IMAGE

FIG. 4(d). SIX HIGH-PASS SUB-BANDS IN THE
20 | EVEL

FIG. 4(b). LOW-P

ASS SUB-BANDS

FIG. 4(c). FOUR HIGH-PASS SUB-
BANDS IN THE FIRST LEVEL

FIG. 4(0).

TRANSFORM
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information. The curvelet transform has its own
characteristicsin removing noise from the medical images
at different intensities and variances.

The CS techniquesis a nature inspired algorithm, and it
attracts the so much attention from the researchers. The
Cuckoo Birdslaystheir eggsin the other birds nests, and
then they select and remove the nests intelligently, to
increase the probability of the eggs hatching. The host
birds either throw away the eggs or migrates to the other
nests. The random walks of the cukoo helps to selects
thesimilar nests. Levy distributions used infinites means
and variances to presents the randoms steps lengths of
levy flights, asgivenin Equation (5) [36]. In Equation (5)
p indicatethe Levy distribution and A indicate the random
walk length. The Levy flight essentially provide random
steps length is drawn from the levy distribution.

Levy ~m=t, (1<l<3) ©)

CS employs breedings and the flyings behaviors of the
cuckoo. Thebasic CSbehavior are given below [36].

. Population contains nests with eggs.

. Eggs represented problems and solution. The
Cuckoo egg is considered as the new solution.

. If the cuckooegg match to the eggs of the hosts,
then the finding probability is limited. The
solutions ofthefitness function is ondifferent
invariance of the solution.

The CSalgorithm hasitsrootsin threerules given below
(34].

. Every cuckoo can lay dump randomly one egg
at the time in the selected nest.

. Next generationswill inherit the best solution.

. The eggs of the host nests remains unaffected,
and the probability of egg discovery by a host

eggispaof [0,1].

Eggs represent a solution. Only the most excellent
solutions are conceded to subsequent generation to attain
thegoal rapidly. Solution isevaluated by fitnessfunction

[37).

According to [36], several advantages of CS algorithm
are presented below:

. CS ensures that the local optimum problem is
not occurring because most of the solutions are
generated by randomization, with locations
beyond the best solutions.

. CSrandomization ismore efficient than PSO and
GA
. CSismoregeneral than GA and PSO becauseit

needsaminimal number of parameters given that
CSisadopted in optimization problems.

. CSalgorithmis used to determine the sequence
of de-noised coefficients, in which PSNR and
other objective evaluation parameters are used
as fitness function.

Random permutations of the curvelet transform
coefficients are generated. A nest includes one
permutationsasan egg. The egg or permutationssize are
fixed to four in our case. Therefore, every permutations
contains four randoms coefficients. The initials
populations of the nestin fact includes permutations of
smoothing the coefficients. Fitness is recognizedby the
computings the objective evaluation parameters. Only
the best nests are approved for the next generation based
on the objective evaluation parameter values. New
solutions are produced by conducting random walks.

34 InverseCurveet Transform

After the de-noising through the curvelet coefficients,
we apply inverse curvel et transform to reconstruct image.
Inversing the procedure of curvelet transformswith some

Mehran University Research Journal of Engineering & Technology, Volume 37, No. 1, January, 2018 [p-ISSN: 0254-7821, e-ISSN: 2413-7219]

36



A Hybrid Technigue for De-Noising Multi-Modality Medical Images by Employing Cuckoo’s Search with Curvelet Transform

mathematic revising ridgelet synthesis means that each
image squareisrestructured from the orthonormal ridgel et
classification. All ridgel et coefficients are summed with
basis, as described in Equation (6), where g istheridglet
coefficients,o. and pare the length and density of the
coefficients.

9o = %“(Q,A)-Pﬂ ©

Renormalization meansthat each image squareresulting
in preceding stagesisrenormalized to itsown appropriate
image squares, as described in Equation (7), Where Q is
the smooth combination, h indicates the stages of the
images.

hQ = TQgQ (7)

Where Qe Q Smooth combinations meansthat we inverse
the windows analysis to all the windows restructurings
in the precedings stage of image, w indicates the sub
bands window, as described in Equation (8).

Af = Wo.
o eTe ®

In sub-bands re-compositions, we reverse bank of sub-
band filter using the replicate Equation (9) to sum all the
sub-bands, where P, are the sub band filters.

f=R(Rf)+IA(AF) ©)

4. EXPERIMENTAL SETUP

In this his section we elaborates and discuss the
experimental procedure for image de-noising using
curvelet and CS. To verify the proposed de-noising
scheme, we do experimentsover several varieties of source
imagesincluding MRI and CT. The experimental platform
iSMATLAB 2012a. The computer clockedis3.40 corei?
and the computer memory is8 GB. Valuation of image de-
noising and enhancement algorithmsischallenging. The

process frequently includes the quality, computational
cost, and universality of the algorithm. Many quantitative
measures can be used to evaluate the quality of de-noised
images. As discussed in the literature, PSNR is a
mathematica method used to measureimagequality. PSNR
is exploited to assess results produced by different de-
noising algorithms.

To check the performance of the proposed approach, some
standard CT and MRI scanimagesare selected for testing.
We select a dataset of 100 images with different
resolutions to evaluate the proposed technique.
Resolutionsare 256x256, 512x512, and 1024x1024.

4.1  ObjectiveEvaluation

To evaluates the performance of avariety of amethods,
guality assessments methods, such asPSNR, CNR, UIQI,
SSIM, and distance SSIM (DSSIM), are applied on
images, and the parametersincluded in thisresearch are
shownin Table 1.

4.2.1 PSNR

The PSNR isdefined asfollowsin Equation (10) [38]:

TABLE 1. PARAMETERS USED IN IMPLEMENTATION

Parameters Values
Image type Gray-scale medical image
Noise types Gaussian, impulse, and speckle
Range of Gaussian noise 0.01-0.2
Range of impulse noise 0.01-0.5
Range of speckle noise 0.01-0.1
Wavelet family Duberchies
Deconposition level 2
Gamma value 2-4
Sigma value 10-30
Initial population 4
Probability of finding bad nests 0.25
Step size 0.05
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255

NYES

Where MSE isequal to:

LS ol ) -, )P

axfBi=0 j=o

MSE =

When medical imagesare acquired by any means, it refers
to the unnecessary turbulencethat inducesinto theimage.

422 SSIM and DSSIM

SSIM method is used to measure similarity between two
images. This method can be considered as a quality
measurefor one of theimagesbeing compared by fulfilling
the condition that the second image has a perfect quality
[39].

The SSIM metriciscalculated asfollowsin Equation (11):

SSIM(xy)= (22, + c1)20,, +c2)
(ﬂi i +c1j(af+a§+cz) (1)
1- SSIMM (x,
DSSIM(x,y) =% (%)
423 CNR
CNR isdescribed in Equation (13).
S, —
CNRyg = (SNRy — SNRg )= (@J (13
0

SNR=S,/6,CNRisthe CNR betweenimagesA andB. o,
presentsthe noisein theimages. The noiseisassumed to
be samefor everyone. M and N arethe sizes of theimages.
S, and S aretheintensities of theimages.

424 UIQI

Whenimage quality isbeing measured, areliabletechnique
that considers numerous features in measurements is
used. Therefore, UIQI isused because it considersthree

features, such as contrast, luminance, and structural
similarities, in determining the quality between the source
and thede-noised images. The result is in the range of
[1,-1]; if the values are near to one, then they are
considered the best values.

The evaluation formula [40] is described as follows in
Equation (14):

Aty iy O xy
+ lo% +o2)

uIQl = (2 1

5. RESULTSAND ANALYSIS

In this section, images are demonstrated to confirms the
achievement of the proposed technique. We apply our
proposed method on some degraded images and the
resultsispresented in Fig.6. Theleft columninFig.6is
the degraded images and on the right column is the
enhanced and de-noised image using the proposed
methods. The images Fig.6(a) and Fig.6(c)are degraded
images and theimages Fig.6(b) and Fig.6(d) are enhanced
images.

Our proposed method outperform the other methods in
removing theRician, Gaussians, impulse and speckles
noises. For the impulse noises at variances of 0.01 and
0.05, the Visu, Sure, and Bayes shrink methods perform
efficiently, but they could not perform good on high
variance values with high-resolution images. Our
proposed work shows acceptable PSNR values at 0.01
and 0.05 variances, which are very near to the Visu, Sure,
and Bayes shrink method results. Therefore, the
proposed method is appropriate for removing impulse
noise with high levels of noise. The proposed technique
efficiently removed the all types of noises at low and
high intensities at different variances. The de-noising
behavior of the proposed method makes it more
dependable than other methods. Tables 2-3 shows the
behavior of the proposed approach at several intensities
of impulse noise on different CT scan images.
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51  Single-BleedingPattern CT Image

Single-bleeding pattern CT and magnetic resonance

images are used to analysisthe behaviors of the proposed

algorithm on multiplicative and additive noise models.

Table 2 shows the PSNR values of de-noised images
obtained after applying various de-noising techniques.
The proposed method is accurate. Figs. 7-8 Shows the
PSNR value after adding Gaussian noise with avariance

of 0.01.

(c) ORIGINAL IMAGE

(d) ENHANCED AND DE-NOISED IMAGE

FIG. 6. IMAGES ON THE LEFT COLUMN ARE DEGRADED MAGNETIC RESONANCE IMAGES, AND THOSE ON THE RIGHT COLUMN
ARE THE ENHANCED AND DE-NOISED IMAGES USING THE PROPOSED METHODS

TABLE 2. PSNR MEASURED VALUES AFTER ADDING GAUSSIAN NOISE AT DIFFERENT VARIANCE VALUES

Variance 0.01 | Variance 0.1
Different Resolutions Images Image Matrix Size
256x256 512x512 1024x1024 | 256x256 512x512 1024x1024
Compared Techniques Velues
DTCWPT 20.24 25.74 25.74 18.78 23.70 23.61
Visu shrink 19.88 2242 19.33 16.60 18.49 13.29
Bayes shrink 19.98 2243 19.28 16.58 18.48 13.29
Sure shrink 15.04 15.30 15.45 13.93 14.92 11.21
BMWT 16.30 16.75 16.99 14.10 15.20 15.70
AMC-SSDA 17.23 18.20 18.45 17.10 17.12 18.10
Proposed Sequence 25.37 32.22 32.22 23.17 29.31 29.31

Mehran University Research Journal of Engineering & Technology, Volume 37, No. 1, January, 2018 [p-ISSN: 0254-7821, e-ISSN: 2413-7219]

39



A Hybrid Technigue for De-Noising Multi-Modality Medical Images by Employing Cuckoo’s Search with Curvelet Transform

5.2  Multi-Bleeding Patterns

Multi-bleeding pattern CT and MRI are used to analysis
the behaviors of the proposed algorithm on multiplicative
and additive noise models. Tables 4-6 shows the PSNR
values of de-noised images obtained after applying
various de-noising techniques. The proposed method is
accurate and efficient in Figs. 9-10showsthe PSNR value
after adding Gaussian noisewith avariance of 0.01. Tables

7-9 showsthe different PSNR val ues of de-noised images
obtained after applying various de-noising techniques
and get the speckle, impulse, rician and salt and paper
noise values.

The preceding tablesindicate that PSNR valueincreases
as resolution increases at low noise intensities. At 0.5
variance, PSNR value decreases with an increase in the
resolution. Our proposed method performs efficiently at

TABLE 3. PSNR MEASURED VALUES AFTER ADDING SPECKLE NOISE AT DIFFERENT VARIANCE VALUES

Variance .01 | Variance 0.5
Different Resolutions Images Imege Matrix Size
256x256 512x512 1024x1024 | 256x256 512x512 1024x1024
Compared Techniques Values
DTCWPT 23.93 30.72 30.72 20.24 25.70 25.74
Visu shrink 22.66 24.80 25.07 19.23 17.45 21.50
Bayes shrink 21.38 22.50 20.25 18.34 19.34 16.22
Sure shrink 19.38 17.50 22.25 17.32 15.34 19.35
BMWT 21.10 20.19 20.70 20.98 19.10 123
AMC-SSDA 22.19 21.86 21.67 19.10 19.20 19.70
Proposed Sequence 3145 38.96 38.54 27.36 34.70 34.70

Original

Noisy: PSNR = 18.59 dB

Denoised: PSNR = 32.22 dB

FIG. 7. PSNR VALUE AFTER ADDING GAUSSIAN NOISE WITH A VARIANCE OF 0.01

Original

100 sy ) 100

150 X 4 - 3 150

J
250

Noisy: PSNR = 22.11 dB

Denocised: PSNR = 27.36 dB

FIG. 8. PNR VALUE AFTER ADDING SPECKLE NOISE WITH A VARIANCE OF 0.01
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0.5 variance with high-resolution images. Tables 8-9
present the behavior of the proposed approach for
Gaussian and speckle noises at different noiseintensities,

respectively.

Weillustratesthe performances of the proposed technique
on an MRI images and compare it to the traditional
wavel etsand some other methods. In Figs. 11-12(a) isthe
reference image effected with noise. In Figs. 11-12(a)

TABLE 4. PSNR MEASURED VALUES AFTER ADDING GAUSSIAN, IMPULSE, AND SPECKLE NOISES AT DIFFERENT
VARIANCE VALUES

Variance 0.1

Variance 0.1 | Variance 0.1

Different Resolution Images

Image Matrix Size

256 x256 512x512 | 1024x1024 | 256 x256 | 512 x512 | 1024x1024 | 256x256 512x512 1024x024
Compared techniques Values

DTCWPT 19.87 20.96 20.47 26.25 29.83 33.08 25.54 29.19 32.33
Visu shrink 18.32 19.12 20.21 14.95 18.96 16.30 21.06 23.46 25.88
Bayes shrink 18.00 18.24 19.49 13.99 17.45 16.45 20.15 23.46 25.00
Sure shrink 15.30 15.01 15.15 12.37 15.34 13.53 17.38 19.39 20.55
BMWT 22.10 22.70 22.10 21.19 21.13 21.09 22.19 22.90 22.99
AMC-SSDA 24.15 24.67 24.80 22.10 22.90 23.01 2291 22.96 23.10
Proposed Sequence 26.50 29.94 33.50 2717 30.84 34.34 24.49 28.20 31.85

TABLE 5. PSNR MEASURED VALUES AFTER ADDING RICIAN NOISE

Variance 0.01

Variance 0.05 | Variance 0.1

Different Resolution Images

Image Matrix Size

256 x256 512x512 | 1024x1024 | 256 x256 | 512 x512 | 1024x1024 | 256x256 512x512 1024x024
Compared techniques Values

DTCWPT 29.38 35.28 36.34 26.83 31.87 33.73 27.76 30.32 33.62
Visu shrink 28.23 29.96 30.16 24.83 24.58 25.65 22.24 23.79 19.31
Bayes shrink 29.71 30.06 30.56 25.86 24.23 24.54 23.97 24.80 25.20
Sure shrink 24.33 25.02 26.72 18.10 17.49 19.27 18.86 19.12 20.45
BMWT 27.10 27.70 27.10 26.19 26.13 26.09 25.19 25.90 25.99
AMC-SSDA 25.15 25.67 25.80 26.10 26.90 27.01 28.91 28.96 28.10
Proposed Sequence 32.96 34.54 37.99 30.45 33.60 36.51 26.43 29.08 3261

TABLE 6. PSNR MEASURED VALUES AFTER ADDING IMPULSE NOISE AT DIFFERENT VARIANCE VALUES

Variance 0.01 | Variance 0.05
Different Resolution Images Imege Matrix Size
256 x256 512x512 1024x1024 | 256 x256 512 x512 1024x1024
Compared techniques Values
DTCWPT 26.54 30.19 33.49 27.01 30.13 33.41
Visu shrink 29.77 30.65 27.85 27.77 26.00 21.26
Bayes shrink 31.02 29.34 26.25 24.23 22.75 19.37
Sure shrink 29.22 28.94 26.21 24.47 23.77 20.80
BMWT 18.30 18.75 18.99 17.10 17.20 17.70
AMC-SSDA 19.23 19.20 19.45 18.10 18.12 18.10
Proposed Sequence 27.30 30.96 34.46 27.23 30.90 34.34
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Original magnetic resonanceimage, Fig. 12(b) image de-
noised with DTCWPT, Fig. 12(c) image de-noised with
Visu shrink, Fig. 12(d) image de-noised with Bayes shrink,
Fig. 12(e) image de-noised with Sure shrink Fig. 12(f) image
de-noised with BMWT, Fig. 12(g) image de-noised with
AMC-SSDA Fig. 12(h) image de-noised with the proposed
methods. The de-noising results of the proposed
technique clearly outperforms the result of the other
approaches. The quantitative performance of the
methods, for the Figs. 11-12 are shown in Table 10. The

Original

500

Noisy: PSNR = 15.67 dB

proposed approach performs better de-noising than other
algorithmsdo for different kinds of images, such assingle-
bleeding patterns, multi-bleeding pattern images, and
other general medical images.

Compared with traditional methods, our proposed method
shows better performance in terms of accuracy. The
resulted images show that the traditional methods cannot
preserve the visual and morphological contents of the
image and degrade the brightness of the image. Our

Denoised: PSNR = 30.84 dB

100

FIG. 9. AFTER ADDING IMPULSE NOISE AT A VARIANCE OF 0.1

Original

Noisy: PSNR = 12.57 dB

600 800 1000

Denocised: PSNR = 32.61 dB

FIG. 10. PSNR VALUE AFTER ADDING GAUSSIAN NOISE WITH A VARIANCE OF 0.1

TABLE 7. PSNR MEASURED VALUES AFTER ADDING IMPULSE NOISE AT DIFFERENT VARIANCE VALUES

Variance 0.3 | Variance 0.5
Different Resolution Images Image Matrix Size
256 x256 512x512 1024x1024 | 256 x256 512 x512 1024x1024
Compared techniques Velues
DTCWPT 26.25 29.83 33.08 26.01 29.63 32.81
Visu shrink 26.42 23.87 18.84 21.15 18.81 13.36
Bayes shrink 21.82 20.96 17.45 21.70 19.34 14.35
Sure shrink 22.24 21.35 18.30 16.23 15.26 11.22
BMWT 16.30 16.75 16.99 14.10 15.20 15.70
AMC-SSDA 17.23 18.20 18.45 17.10 17.12 18.10
Proposed sequence 26.92 30.60 34.12 26.69 30.37 33.90
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method outperforms the existing approaches by clearly
showing the morphological contents and enhancing the
brightness. Results indicate that the traditional methods
cannot preserve the structure, visual information, and
brightness of the images and lose some important
information from the images. Our method de-noises the
images and preserves their visual and morphological
information.Table 10 presentsdifferent quality valuesfor
MRI and CT scan images at standard deviations of 10
and 20. We use PSNR, CNR, UIQI, and SSIM as image
quality evaluation metrics to evaluate the magnetic
resonance images (Figs. 11-12). A high UIQI index
indicates ahigh-quality image. SSIM method is used for

similarity measurement between the two images. High
SSIM, CNR, and PSNR indicate ahigh-quality image. A
low DSSIM presentsahigh-quality image. From Table 10,
it is clearly view that the proposed method performs
efficiently when the standard deviation is increased. A
carefully examination of thetablereveal that our proposed
approach performwell at S-dev 10 and AMC-SSDA, visu
Shrink, sure Shrink and BMWT are perform near to our
approach only intermsof UIQI, CNR and PSNR, but when
the S-dev increases these approachesfail to provide good
resultsintermsof objectiveevauation, UIQI, PSNR, CNR,
SSIM, and DSSIM.

TABLE 8. PSNR MEASURED VALUES AFTER ADDING GAUSSIAN NOISE AT DIFFERENT VARIANCE VALUES

Variance 0.01 | Variance 0.05 | Variance 0.2
Different Resolution Images Image Matrix Size
256 x256 | 512¢512 | 1024x1024 | 256 x256 | 512512 | 1004x1024| 256256 | 512x512 | 1024x004
Compared techniques Values
DTCWPT 28.37 3181 35.28 27.83 3131 34.73 26.76 30.32 33.63
Visu shrink 27.23 27.16 20.96 23.83 24.89 22.64 21.23 2179 19.33
Bayes shrirk 2771 2861 30.06 23.86 24.082 2253 21.90 21.80 19.28
Sure shrirk 23.33 23.74 25.02 17.10 17.44 18.27 14.81 15.12 15.45
BMWT 21.10 21.70 21.10 21.19 21.13 21.00 22.19 22.90 22.99
AMC-SSDA 25.15 25.67 25.80 23.10 23.90 24,01 26.91 26.96 26.10
Proposed Sequence 28.96 3254 35.99 28.45 32.06 3552 27.43 31.08 3458

TABLE 9. PSNR MEASURED VALUES AFTER ADDING SPECKLE NOISE AT DIFFERENT VARIANCE VALUES

Variance 0.01 | Variance 0.5
Different Resolution Images Image Matrix Size
256 x256 512x512 1024x1024 | 256 x256 512 x512 1024x1024
Compared techniques Velues
DTCWPT 2554 29.19 32.33 25.04 28.70 31.80
Visu shrink 28.88 29.58 34.45 26.93 27.096 27.85
Bayes shrink 26.37 26.71 26.90 23.04 2541 24.09
Sure shrink 28.23 28.43 31.33 22.18 22.04 24.98
BMWT 27.56 27.78 27.98 26.10 26.19 26.12
AMC-SSDA 28.21 28.10 28.00 27.10 27.36 27.12
Proposed sequence 29.52 29.94 33.50 25.75 29.45 33.50
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FIG. 11(a). ORIGINAL MAGNETIC RESONANCE IMAGE FIG. 11(e). IMAGE DE-NOISED WITH SURE SHRINK

FIG. 11(b). IMAGE DE-NOISED WITH DTCWPT FIG. 11(f). IMAGE DE-NOISED WITH BMWT

FIG. 11(h). IMAGE DE-NOISED WITH THE PROPOSED
FIG. 11(d). IMAGE DE-NOISED WITH BAYES SHRINK METHODS
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FIG. 12(h). IMAGE DE-NOISED WITH THE PROPOSED
FIG. 12(d). IMAGE DE-NOISED WITH BAYES SHRINK METHODS
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TABLE 10. PERFORMANCE OF DIFFERENT APPROACHES IN TERMS OF OBJECTIVE EVALUATION

Imege Type gt ;/rigt?(r)(;l] ém DTCWPT Visu Bayes DENOIS;?r:A — BMWT | AMC-sspa Proposed
Shrink Shrink Shrink Seguence
ulQl 0.5680 0.8110 0.7921 0.8016 0.8710 0.8926 0.9109
PSNR 2821 28.32 31.33 29.50 32.33 3043 34.58
10 CNR 11.67 10.88 9.40 12.90 12.55 13.33 15.24
SSIM 0.7590 0.7637 0.7722 0.7910 0.8111 0.7119 0.9597
DSSIM 0.1205 0.1181 0.1139 0.1045 .0944 0.1440 0.0201
ulQl 0.6680 0.7110 0.6921 0.7016 0.7710 0.7926 0.9309
PSNR 30.65 30.99 33.44 3241 33.69 3179 35.48
20 CNR 14.70 13.50 12.90 14.60 15.55 15.67 17.65
SSIM 0.7190 0.7337 0.7522 0.7710 0.8011 0.7519 0.9697
MR! (Fig 12 DSSIM .0905 0.1331 0.1239 1145 0.0994 0.1240 0.0151
ulQl 0.7680 0.6110 0.7121 0.8516 0.7610 0.8226 0.9409
PSNR 29.39 29.90 29.16 30.98 31.90 3110 33.90
10 CNR 14.90 14.10 13.80 13.85 14.01 14.60 16.20
SSIM 0.7686 0.7988 0.8080 0.8012 0.8211 0.7519 0.9417
DSSIM 0.1157 0.1006 .0960 0.0994 .089%4 0.1240 0.0291
ulQl 0.6780 0.6110 0.7221 0.7316 0.8410 0.8226 0.9209
PSNR 3145 30.33 30.90 32.10 34.15 3312 36.34
20 CNR 14.23 15.10 15.60 15.98 16.20 16.55 18.45
SSIM 0.7486 0.7688 0.7680 0.7512 0.7911 0.7829 0.9317
DSSIM 0.1257 0.1156 0.1160 0.1244 0.1044 0.1085 0.03415

7. CONCLUSION

In this paper, we propose atechnigue in combination of
curvelet and ridgel ettransforms along with CS. Curvelet
and ridgelet transforms have the same reconstructions
properties, give a stables restoration underneath
distresses of image coefficient, and are organized in
training.We split the nonstandards frequencies sub-
band arisings in theoreticals actions of curvelet into
two standard sdyadics frequencies sub-bands, and we
manage them independently. Through this process, we
will find good results. Thecurvelet and ridgelet
transforms are well modified to decompositions of sub-
bands. For instance, a substitutive plan using decimated

2D wavel et transformsfamiliarizes visual artifacts near
the strong edges.

CSalgorithmisused for to optimize curvel et coefficients.
Our new hybrid method combines curvelet transform
along with ridgelet transform with an optimization
technique named as CS. The main function of CSisto
optimize and maintain the main feature and morphological
structure of an image without loss of information. The
proposed approach uses the CS algorithm with curvelet
transform. Results of proposed technique are compared
with those of other four approaches, i.e.Visu shrink, Bayes
shrink, Sure shrink, and versatile wavel et transform. Our
method outperform the other traditional approaches.
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