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ABSTRACT

IoT (Internet of Things) is the next generation of the Internet. The main goal of IoT is to connect each and every physical object to the Internet Cloud. This concept is introduced by bringing IoT technology to the laboratories, making expensive laboratory equipment available on-cloud for real-time experimentation. In this paper, an on CLP (Cloud Laboratory Platform) is presented by employing the concept of IoT to the academic experimentation environment. The CLP allows a rapid deployment of an online laboratory system enabling students and researchers to perform actual experiments on the on-Cloud laboratory equipment using a web interface. A web interface for end users to access front end of the system. This interface was developed for login purposes so that any user can perform experiments from anywhere. The interface also provides options for comments and feedback. Moreover, this research contribution also facilitate users to test their designs and record observations in real-time on the equipment. For demonstration purposes, a remote lab has been developed for high-tech Xilinx FPGA (Field Programmable Gate Array) development boards, namely Spartan-II and Spartan-III. This project aims to provide students a new tool to enhance their learning experience and encourage them to test their theoretical knowledge in practical applications.
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1. INTRODUCTION

Some of the educational institutions of Pakistan have a problem with overcrowding. Many students have to perform laboratory experiments at the same time on the same piece of equipment. This often leads to most of them left with little understanding of how the instruments are being operated and a handful which have the know-how, but not the practical experience. This results in them not being interested in the practical applications of what they have learnt in class, thus not producing any sort of meaningful output. This issue is unavoidable as many institutions are not properly funded or staffed hence they do not have the necessary resources to teach each and every student.

To counteract this problem, many solutions exist; for instance, simulation software and virtual instruments.
In these kinds of scenarios, the problems of simulation complexity and behavioral model accuracy always exist. Another solution is to create remote laboratories or test-beds. This solution is more beneficial and is adopted by many institutions and universities all over the world [1].

A remote laboratory consists of a number of devices each of which are equipped with sensors, actuators, web camera and intermediate hardware for communication purposes. These devices can be remotely monitored and controlled over the Internet. It allows students to conduct a range of experiments in their own time from a remote location. Such remote laboratories can be made accessible around the clock and the world for researchers and students. This way they can test their knowledge by performing non-simulated experiments on the hardware.

Several models of remote laboratories have been reported in literature; for different subjects’ remote labs [1-32]. In MIT (Massachusetts Institute of Technology) a project named iLabs was initiated. It gave birth to the idea of remote labs for different engineering disciplines. Unlike conventional laboratories, iLabs can be shared anywhere throughout the world. iLabs’ vision is to share expensive equipment and educational materials associated with lab experiments within higher education and beyond [2,31].

Lab share, National Support for Laboratory Resource Sharing, is an Australian Government-funded project. Its objective is to build a national network of remotely shared, accessible laboratories. This makes a greater number of high-quality, laboratory-based educational experiments possible that will be available to university and high school students from anywhere in Australia to around the world [3]. University of Deusto, Northern Illinois, University of Missouri-Kansas City, RMIT University Australia, Blekinge Institute of Technology and many other universities also have their own live remote labs [4-8,32].

There are several approaches that can be considered to implement remote labs. An embedded web server based approach in which the server acts as a gateway between the external equipment and the computer system runs user interfaces which are built for interaction with the equipment [9-12]. Using Lab VIEW as controlling and communication software with the external devices, many remote labs have been developed [10-19]. SCADA (Supervisory Control and Data) also been used for remote monitoring and controlling of devices in remote labs [19-22]. Some open-source software architectures and platforms are designed for E-learning and online laboratories like Model, SAHARA Labs and iLabs shared architecture [23-25].

Cloud computing is a new paradigm in making remote laboratories. Using cloud infrastructure, it is possible to pool all available resources together and provide a unified central storage for increased efficiency and feasibility [26]. IoT refers to an evocative development in the functions of the Internet. Even more than among people, it now enables communication among physical objects. It enables PPI (People-People Interaction), HMI (Human-Machine Interaction) and MMI (Machine-Machine Interaction). The convergence of wireless technologies has evolved the concept of IoT to a greater extent. IoT, the next generation of Internet, is thought to revolutionize our whole lifestyle by interconnecting various “things”. This includes computers, sensors, actuators, home appliances and other items to a global system using an IP (Internet Protocol) [27-30].
The proposed methodology for the remote lab is a combination of the above two paradigms; cloud computing and IoT. This lab is made for accessing FPGA boards remotely. External devices are interfaced through the LPT (Logical Parallel) Ports and COM (Communication) Ports. A data Acquisition and Control System is designed which acts as gateway between server and external devices. Support for multiple users accessing the lab simultaneously can be accommodated by an increase in the number of servers and devices. The combination of IoT with Cloud Computing provides new infrastructure that can support the proposed approach in many aspects. This includes monitoring and managing data/resources over the cloud, providing effective communication for serving the purpose of remote laboratories.

This paper has been divided into two sections; the first section describes the architecture design of the CLP and the second section elaborates on the implementation of the system.

2. ARCHITECTURE DESIGN

Fig. 1 describes the basic architecture of CLP. A modular approach is followed in the architecture design of CLP. The existing remote lab architecture can be enhanced by cloud services. The design is suited for local and remote network access. The data acquisition control systems are connected to their respective FPGA boards and both of these are connected to the servers. To avoid unauthorized usage and prevent equipment damage, security measures and locks are implemented.

Local users can access the labs using LAN (Local Area Network). The cloud represents the pool of resources. It keeps track of which boards and servers are in use as well as information of end users. Time scheduling, security, authentication and centralized storage for user and system data will be managed by cloud services. Real time video streaming is also enabled using webcam and HTTP (Hypertext Transfer Protocol). This allows users to see a live feed of the FPGA boards. The I/O (Input/Output) controls, bit stream files uploads and live transmission are all sub-modules of the developed system.

![Fig. 1. Architecture of CLP](image-url)
3. DESIGN IMPLEMENTATION OF CLP

This section consists of three parts explaining the implementation of the hardware design and FPGA board interfacing, web interface design and cloud computing portions in that specific order.

3.1 Hardware Design and FPGA Board Interfacing

When interfacing any external hardware with a computer, its specifications need to be explored carefully. The boards which were selected are manufactured by XESS with Xilinx FPGA's Spartan-II and Spartan-III. Programming a board requires bit stream files which are created each time a program is generated in the Xilinx IDE (Integrated Development Environment). There are two options for uploading bit stream files: with Xilinx software or with the XESS custom software with GXLOAD.

The board is programmed by JTAG (Joint Test Action Group) interface in boundary scan mode through an LPT port. The bit stream file can be uploaded into the FPGA using GXLOAD or with iMPACT Xilinx tool. iMPACT is more feasible because it provides a command line interface.

The FPGA boards operate at low voltages. For the I/O channels, logic 1 is represented by 3.3V and logic 0 by 0V. Assigning pins as mentioned in XESS manual allows us to operate inputs with switches and push buttons and display results on seven segment display or on bar LEDs.

In order to provide this functionality in the web interface, a system is required that acts as middleware between the computer and the FPGA boards. “The Data Acquisition and Control System” must have the capability of translating messages from user interface and sending relevant control signals to the FPGA board. It also has to be fault tolerant (Fig. 2).

![FIG. 2. STRUCTURE OF DATA ACQUISITION SYSTEM](image-url)
The system hardware consists of a microcontroller, an SD card, an RTC (Real Time Clock), and a transistor-based I/O line controlling circuitry with a protection circuit as well.

This system is attached with a server using its COM port. The microcontroller receives messages from the user interface via the port, processes them and sends signals to the transistor-based I/O controlling circuitry which is connected to the FPGA pins. A real time clock is needed to store the time at which particular messages are received, usage history and pre-defined input patterns that can be generated when the user presses a command button from user interface. A camera is attached with the server by COM port. It is mounted over the FPGA board to show real-time status of the system when any particular input sequence applied.

3.2 Web Interface

The web interface has also been developed in a modular manner. Fig. 3 represents the structure of web application.

It consists of following modules:
- Serial communication
- FPGA board programing
- User authentication and registration
- Bit stream file storage
- Video streaming
- Mode selection and scheduling
- Device status and usage history

A web interface is provided to the user as a front end. Through this interface, a particular user can login and perform experiments from anywhere. The interface also provides options for comments and feedback.

User authentication and registration module is responsible for managing the users of the system. All the user specific functions such as registration and provision
of ID and passwords were handled by this module. All of this information was saved in a centralized database which was developed using MySQL as shown in Fig. 4. There were 10 tables, the video stream and bitstream files that were directly saved in server using PHP (Hypertext Pre-Processor) script. Their paths were saved in database for playing and record purposes.

The serial communication module is designed to communicate with the data acquisition and control system. The PHP filenamed “DIO.DLL” is designed for serial communication. The “non-thread save” version of the DLL file was used. A separate PHP script is written for this task and called by main UI (User Interface) when needed. All the messages that were received and transmitted at any particular time were also saved in the database with each specific user.

FPGA board programming layer manages the uploading and removal of bit streams from the board. The PHP script written for this module invokes the iMPACT tool in batch mode with the user-provided bit stream file as an argument. After uploading, it shows the status of the board and the errors if any were encountered during the process.

The storage module stores the bit stream files in a database. It also checks whether the bit stream is appropriate for the board or not. The status of the device is shown to user.

Video streaming is enabled using VLC (Video LAN Client) media player’s support for HTP. VLC is open-source software and provides the latest H.265/H.264 transcoding based video streaming over HTTP protocol. A PHP script is written for this module that establishes a connection with the port over which VLC is set to transmit the video. There is no noticeable latency problem in the transmission.

The recorded video files were also saved in a database to keep track of board usage and performance evaluation.

FIG. 4. DATABASE SCHEMA
There are two types of modes available for using the FPGA boards. One is interactive mode and the second is offline mode. In interactive mode the user can reserve a board for some time and use it via a web interface. In the second mode the user doesn’t need to interact directly with the board. The results of the experiment, after it has been performed automatically, are delivered to user. Mode selection is done by the user. If there are more users than the number of available boards, scheduling is done by the mode selection and scheduling script. If the time allotted to a particular user expires, then the intermediate results will be saved in a database and the user will be informed regarding the progress. Device status (idle or busy) is also saved in the database which is used by the mode selection and scheduling layer for checking whether a device is in use or if it can be provided to another user. All above module functionality are developed in separate scripts and called in the main interface.

4. CLOUD INFRASTRUCTURE

Every time a user logs in or wants to use a system, any free device should be allocated to them irrespective of which server or device they worked on before. To enable this, we need a centralized infrastructure.

There are two possible approaches to establishing such a system. One is grid computing and the other is cloud computing. Cloud computing is best suited for these kinds of tasks.

The advantages of cloud computing are numerous.

- Cost effectiveness
- Device and Location Independency
- Reliable
- Secure
- Sustainable
- User-friendly
- Internet-centred
- Scalable and much more

The services involved in cloud infrastructure are IaaS (Infrastructure as a Protocol), SaaS (Software as a Service), and PaaS (Platform as a Service). The proposed CLP uses PaaS design. In this case, all servers will be updated automatically through a deployment process and resources can be shared seamlessly. This includes storage space as well as the FPGA boards. Cloud computing has enhanced the application of hardware and software and has also changed the application model. In our particular case different physical devices/equipment exist at different places that are connected to several servers. This setup was developed in a department using open-source Ubuntu open-stack. This cloud infrastructure was implemented on cluster nodes using open stack and this application is platform as service for equipment based labs. The reason behind this implementation is that the service providers just need to change front-end and attached device. In futures, this research will also include implementation using an open source cloud based API (Application Programming Interface).

5. CASE STUDY

The case study presented consists of different basic experiments of logic design like half-adder, full adder, multiplexer, logic gates, decoder, up/down counter and digital clock. They are presented in the web interface’s tutorial section for the users as well. The FPGA boards are Xilinx Spartan-II and Spartan-III. PHP scripts were implemented for each event. The user interface of the lab is created using HTML, CSS as shown in Fig. 3 and Fig. 5. The interface contains following methods:
(1) **Get-Name-of-Device (ID):** Gives the name of the device.

(2) **Reserved (ID):** This reserves the board for a specified time period.

(3) **Test-Board (ID):** This method checks if the board is working properly.

(4) **Upload-Bit Stream (ID):** In order to program the board, it needs a bit stream file. This method stores the bit file in the database.

(5) **Program-Board (ID, BITSTREAM):** This method burns the bit stream into the on-board flash memory.

(6) **IS-FREE (ID):** This method checks whether a particular device is free or not.

(7) **Release (ID):** This method is called automatically when the allotted time period expires or if users want to finish sessions themselves.

(8) **Reset (ID):** This method turns off the board, either as a command from the user.

### 6. CONCLUSIONS

Remote access provided through On-CLP facilitates students to access the laboratory even during the university after hours. This is very advantageous for the students from a learning point of view.

This paper has highlighted an idea to develop remotely accessible laboratories for all subjects, especially those which require costly and rare equipment. It can be scalable up to university level in Pakistan like other international universities did.
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The current technologies for implementing remote laboratories, their relation to the learning process and their evolution in light of future developments in IoT have been discussed in this paper. The project described and all the development tools used to create it are open source and free-ware.
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