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 It is essential for students to plan their careers because selecting the right career 

path shapes a person’s life. In such disciplines as computer science, information 

technology, and software engineering, assisting students toward appropriate 

employment is even more helpful. Thus, throughout the student’s education, they 

must evaluate their strengths to determine which professional sector corresponds 

to their abilities. It is for this reason that this research introduces an intelligence-

based career recommendation system that will incorporate the analysis of such 

factors as the student’s academic performance, economic status, and demographic 

features to use data mining models in determining the best prospective career path 

to offer the student a more transparent and more informed vision and course to 

set on in the future. Three key aspects were addressed: first, one or another model 

and classifier for assessing the impact of pre-university education on the choice 

of a profession and, consequently, the selection of technologies were used. 

Second, these models accurately forecast students' careers using core courses, 

CGPA, and FYP data. Third, socioeconomic or demographic data was 

incorporated into the prediction to make it more accurate. Regarding the method 

of class distribution balancing, the Synthetic Minority Oversampling Technique 

(SMOTE) approach was used. The study reveals that variables specifying pre-

university education directly impact students’ career choices and that, employing 

data mining techniques, career choices could be forecasted considering academic 

performance and other related factors. 

1. Introduction 

1.1 Theoretical Background 

In this contemporary era, competition is growing day 

by day. Qualified and trained human resources play a 

vital role in the strategy of national economic 

prosperity. Skilled labor is crucial to ensure a good 

ranking among world nations. To compete and reach 

the goal, the student must plan and prepare from the 

inception of education [1]. So, it is crucial to evaluate 

their performance, identify their interests, assess their 

understanding and goals, and evaluate whether they 

are on the right track [2]. This can help students to 

improve and prepare themselves for a better career 

according to their aspirations and interests. A clear 

and stable notion of educational objectives, interests, 

and career identities can be formed through a 

necessary career exploration and subsequent 

participation of students at high school, college, or 

university. While pursuing an education, many 

adolescents are still determining their careers. So, 
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career counseling is essential to help students choose 

the right career [3]. 

Career counseling is crucial in higher education to 

engage graduates in developing their personal and 

professional skills to benefit their communities [4]. 

Much of the work done in this area focuses on 

predicting student performance based on their 

educational outcomes, encompassing pre-university 

results or undergraduate semester results [5]. 

However, choosing the right profession appropriate 

for graduates is another crucial aspect. Many students 

need to gain knowledge of the proper career [6]. 

Additionally, each career has several job roles that 

graduates can choose based on the strengths of their 

studies. 

However, choosing the right career is still one of 

the most critical aspects for graduates according to 

their educational accomplishments and competencies, 

and it is challenging to select suitable career options 

when there are so many job roles available [7]. 

However, lack of good counseling and increased 

unemployment complicate career choices. 

Competitions are strengthened in terms of careers in 

many areas [8]. That is why most graduates looking 

for a suitable job need clarification and indecision 

after graduation. Choosing the right career path is 

important because it depends on success or failure in 

one's life. Making the right decisions can lead to a 

rewarding career and a successful life. Instead, 

choosing the wrong career path can lead to failure, 

dissatisfaction, and sadness [9]. 

In this context, educational data mining (EDM) 

emerges as a beacon of hope, attracting significant 

interest in improving academic outcomes and 

decision-making. It focuses on constant search and 

significant research challenges with data-driven 

analysis to identify graduates and their educational 

backgrounds related to career choices. This study aims 

to harness the power of intelligence-based data mining 

models to predict appropriate career paths based on 

graduates' academic, socioeconomic, and 

demographic information. By understanding the needs 

of prospective students, their learning attitude, 

interests, aptitude, difficulties, and suitable job roles, 

we can pave the way for a more informed and 

successful career selection process. 

1.2 Problem Statement 

The role of higher education institutions (HEIs) in 

career mentoring and professional recruitment is not 

just significant but integral. HEIs are crucial in 

involving graduates in their personal and professional 

development, which benefits their communities. In 

this context, HEIs strive to gain accreditation from the 

Higher Education Commission (HEC), Pakistan, to 

preserve and enhance academic quality. This 

accreditation represents that the HEC's requirements 

are met and that educational activities comply with the 

Commission's regulations. Therefore, it is essential to 

identify the coherent relationships between the 

similarities and diversities among the parameters of 

the features of different HEI datasets. These datasets 

comprise graduates' educative experiences, outcomes, 

and socioeconomic or demographic information, and 

understanding these relationships is crucial for 

predicting prospective students' career paths and 

guiding their career selection and direction. 

1.3 Research Objectives and Questions 

In this study, an intelligent career recommendation 

system using data mining predictive models is 

developed based on the combination of the predictions 

of educational attainments in pre-university 

(Secondary School Certificate (SSC) / Higher 

Secondary School Certificate (HSC)) level of 

education, courses of studies, Cumulative Grade Point 

Average (CGPA), Final Year Project (FYP), and 

socioeconomic or demographic information of 

Software Engineering graduates' belonging to two 

different HEIs to find out the capacity for satisfying 

all demands, including providing direction and 

support to students in selecting a career path that is a 

good fit according to their interests and skills [15−18]. 

The rationale of the current study is to predict 

information about students' career paths, which might 

assist them in determining whether specific job roles 

are a better fit for them. The principal objectives of 

this research are threefold: 

1) Firstly, various classifiers are used to identify 

the role of the pre-university (Secondary 

School Certificate (SSC) / Higher Secondary 

School Certificate (HSC)) level of education 

in influencing students' career choices and 

correct decision-making on technology 

selection. Only admission data from SSC and 

HSC levels of education are employed to 

develop these classifiers. It is crucial to 

envisage if acceptable outcomes may be 

achieved from pre-university data to benefit 

technology selection decision-making. 

2) Secondly, the courses of studies (specifically 

core courses), CGPA, and FYP information 

can effectively measure students' 

achievement in a degree program relating to 

their career placement using these classifiers. 

A trade-off between a classifier's predictive 
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capability and the interpretability of its model 

may be crucial. 

3) Thirdly, the graduates' socioeconomic or 

demographic information is derived because 

the importance of socioeconomic or 

demographic status must be considered in this 

study since it contributes to determining the 

suitable careers and qualifications to pursue. 

The intersection of graduates' career goals in 

a 4-year degree program with demographic 

features such as parents’/guardians' 

occupation, qualification, income, internship 

experience, graduates' gender, skills, 

competencies, etc., are mapped to add to the 

evidence foundation for academic, 

pedagogical, and administrative effort on 

higher education access and the policies, 

procedures, and consequences that may ensue 

by applying these classifiers. 

     In light of the above objectives, the following three 

questions are investigated: 

Research Question 1: To what extent does the pre-

university (SSC/HSC) level of education influence 

career choices to correct decision-making on 

technology selection using data mining models? 

Research Question 2: Is it possible to predict a 

career path in advance using data mining models 

based on the attainments in the courses of studies, 

CGPA, and FYP with comparable accuracies? 

Research Question 3: Is it possible to predict a 

career path in advance using data mining models 

based on socioeconomic or demographic information 

with comparable accuracies? 

The conceptual representation of different possible 

career paths is depicted in Fig. 1. 

 

Fig. 1. Conceptual Representation of Career Paths 

The remaining sections of the paper are organized 

as follows. The next section is focused on a literature 

review, followed by a description of predictive data 

mining models in section 3. The data preparation and 

methodology for this investigation are then described 

in section 4, followed by the results and analysis in 

section 5 and discussion in section 6. The conclusion 

is presented in the final section. 

2. Literature Review 

This research explicitly encompasses educational data 

mining techniques, concentrating on predicting 

students’ academic performance and correlating it to 

predicting students' career paths. This review 

embraces the study's strengths and weaknesses in the 

current literature and its significant contributions to 

the domain. 

2.1 Related Works on Predicting Students' 

Educational Performance 

A study in [16] used several data mining tools to 

investigate graduate students' academic performance 

across four years. First, the study looked at two 

characteristics of students' performance to predict 

their accomplishment after a four-year degree 

program; second, it looked at typical progressions and 

combined them with predicted outcomes. The 

research used artificial neural networks, decision tree 

induction, k-nearest neighbors, naive bayes, random 

forest trees, rule induction, and clustering approaches 

such as k-means and x-means, among other 

classification techniques. Consequently, two distinct 

groups of students were identified: low achievers and 

high achievers. According to the findings, only a 

limited number of courses are indicators of good or 

bad performance. It may be feasible to offer early 

warnings, help low-achieving students, counsel, and 

provide chances to high-performing students. 

The research in [19] investigated the effectiveness 

of deep learning in EDM, particularly in predicting 

students' academic performance and identifying 

students at risk of failure. This study used a four-year 

dataset from a public university to develop predictive 

models that used a deep neural network (DNN), 

decision tree, gradient boosting, k-nearest neighbor, 

logistic regression, random forest, and support vector 

classifier to predict students' academic performance in 

upcoming courses based on their grades in previous 

courses during the first academic year. In addition, it 

compares resampling methods for handling 

unbalanced data sets, such as ADASYN, ROS, 

SMOTE, and SMOTE-ENN. It has been observed that 

the proposed DNN model can predict students' 

performance in a data structure course and can also 

identify students at risk of failure at an early stage of 
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a semester with an accuracy of 89%, which is higher 

than other models according to the experimental 

results. 

The data on students at the time of admission and 

their academic performance was obtained on a 

semester-by-semester basis in the research presented 

in [20]. Pre-entry attributes and data about study 

accomplishments in the first four semesters were 

harnessed for classification; however, only pre-entry 

attributes were used for dependency analysis. The 

study considers interpretable models of data mining to 

be better. The decision trees and association rules 

were used to predict the students who successfully 

finished their studies. The results and findings show 

that the percentage of lost credit vouchers in the most 

recent semesters was the most crucial factor. The pre-

entry characteristics has a negligible effect. 

Association rules were constructed to identify features 

of students who did not complete the first semester of 

study. The results show that this is due to the time gap 

between secondary and tertiary education, which is 

the critical factor that raises the probability of failure. 

     The k-means and x-means clustering algorithms 

were used to investigate data to determine the 

correlation of students' performance in [21] to 

determine influencing factors. The results of this study 

show that several personal and societal factors, such 

as parental employment, parental credentials, and 

income levels, have substantial implications for 

students' performance. This research demonstrates 

that these two algorithms provide the same relevant 

association between a student's GPA and other 

characteristics. The results suggest that parental 

employment, credentials, income level, and the 

number of hours spent with friends each week 

significantly affect students' academic achievement. 

Despite this, the percentage of high school graduates, 

family size, method of transportation, parental status, 

and number of friends were insignificant. 

     Student's academic performance is analyzed and 

predicted in [22] using the salient theories of 

clustering, convolution neural network, and 

discrimination to keep track of the student's future 

performance in advance. Three datasets, A, B, and C, 

from a university, were chosen for the study because 

they all contained students enrolled in the same 

courses. The first suggestion made in this study is to 

employ a statistic that has never been used in the K-

means method to optimize how the clustering number 

is determined. Then, using discriminant analysis, the 

grouping impact of the K-means method is evaluated. 

Only data from compulsory courses were considered. 

The convolutional neural network algorithm is used 

for training and testing data. The model that was 

created can be used to forecast future performance. 

Finally, the efficacy of the constructed model is 

assessed using two metrics in two cross-validation 

approaches to validate the prediction findings. The 

experiment's findings show that the statistic makes it 

easier to estimate the clustering number in the K-

means algorithm from a quantitative and objective 

aspect and increases the accuracy of prediction 

outcomes. 

2.2 Related Works on Predicting Students’ Career 

Paths 

A study in [23] proposed a recommendation system 

for career path selection, including decision trees and 

linear regression methods. The system uses five 

modules: students, administrators, suggestions, 

feedback, and chatbots. According to the research 

results, a recommendation system was designed for 

students, and many tests were conducted to help them 

choose the professional path that best suits their 

interests. The researchers looked at the students' work 

and created a graph to show the results. 

     CareerRec, a recommendation system based on 

machine learning algorithms presented in [24], is 

designed to assist IT graduates in choosing a career 

path primarily based on their skills. A dataset of 2255 

employees in Saudi Arabia's IT industry was used to 

train and evaluate CareerRec. In this study, the 

accuracy of five machine learning techniques, namely 

k-nearest neighbors (KNN), decision tree (DT), 

bagging meta-estimator, gradient boosting, and 

XGBoost, were compared to predict the best-suited 

career path among three classes, i.e., Analyst, 

Developer, and Engineer. The results show that 

compared with other models, the XGBoost algorithm 

performs better than other models and provides the 

highest accuracy rate (70.47%). 

     A web application system was presented in [25] to 

provide input to the student and formulate and show 

the final prognosis using advanced machine learning 

algorithms consisting of a support vector machine 

(SVM), XGBoost, and decision trees. Many 

characteristics are considered for student career 

predictions, such as academic scores in various 

disciplines and specialties, personality, memory, 

programming and analytical ability, personal 

relationships, hobbies, sports, competitions, interest in 

hackathons, courses, certifications, books, etc. Those 

criteria significantly determine a student's academic 

success in a specific job. Only the classifier's accuracy 

was compared. The results show that the support 

vector machine (SVM) gave the highest accuracy, i.e., 

90.3%. 
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     The fundamental idea behind the approach in [26] 

is to determine whether or not a student is interested in 

continuing their education at a higher level. The study 

mainly uses machine learning techniques to predict 

career aspects. The Python programming language is 

used to implement machine learning techniques. To 

create the prediction model, 16 features were 

employed. Age, health, parental position, study time, 

and other factors are crucial considerations. 

Depending on the number of features, the prediction 

accuracy value is altered. The four machine-level 

classifiers were used to predict the student's career: 

AdaBoost, SVM, decision tree (DT), and random 

forest (RF). Compared to other machine learning 

classifiers, the RF classifier has a higher accuracy of 

93%. The prediction model's output is also applied to 

determine if students are interested in working or 

continuing their education. 

     The machine learning (ML) application is used in 

[27] to increase the accuracy of inventory-based job 

choice prediction. The prediction accuracy of a new 

machine-learning augmented method is compared to a 

traditional interest profile method (profile matching) 

in predicting occupational membership and vocational 

aspirations using a large sample (N = 81,267) of 

working (for employed participants) and jobless 

participants (for unemployed participants). Results 

indicate that the machine-learning augmented method 

produced greater overall accuracy for predicting both 

types of career choices when compared to the 

traditional profile method. 

     The studies in [1-4, 13, 14, 16-22] used no students' 

pre-university and university educational data, which 

are used in this study to correlate educational 

outcomes with career choices. Students' academic 

performance has been predicted at the degree level in 

[13, 16, 17, 19], and this information will be employed 

to forecast students' career paths, considering their 

pre-university, graduation, and socioeconomic or 

demographic information using data mining models. 

The distinctive features of the two HEIs set this work 

apart from others.   

3. Predictive Data Mining Models 

Predictive data mining models predict values based on 

known classes or labels from various data sets. The 

primary goal of predictive data mining models is to 

forecast the future using historical data. A data mining 

task's predictive model includes classification, 

regression, and prediction. It's a monitoring learning 

approach that entails explaining how the values of 

other features influence the values of a few features in 

the same consequence, as well as the development of 

a model that can predict these feature values in prior 

instances [28]. The following are the data mining 

classification and prediction techniques employed in 

this study: 

3.1 Decision Tree 

A decision tree is a more straightforward technique 

that separates data into nodes depending on class 

purity. Root nodes, branches, and leaf nodes make up 

a decision tree. Each internal node represents a feature 

being tested, each branch represents the result, and 

each leaf node represents the class label. The 

uppermost node of the tree is called the root node. 

Each internal node represents a test on a feature. Each 

leaf node defines a class. Noise or outliers generate 

anomalies in the training data; therefore, tree pruning 

is employed to remove them. Pruning has made the 

trees more diminutive and less complex. It may be 

used for both classification and prediction. Humans 

can better interpret decision trees. [29]. 

3.2 K-Nearest Neighbor 

The k-nearest Neighbor (k-NN) algorithm is a 

distance calculation method. This data mining 

approach is reasonable yet highly effective. It may be 

used for regression as well as classification. However, 

classification prediction is where it is most typically 

employed. The spatial domain looks for the k closest 

training samples and averages them to provide a 

forecast. The k-nearest neighbor model utilizes the 

groups of its nearest neighbors to classify new 

unlabeled input. In the k-NN algorithm, unlabeled 

data is defined by a constant number of closest 

neighbors, where k is a positive integer. The accuracy 

and robustness of the method are determined by the 

value of k [30]. 

3.3 Logistic Regression 

A classification approach that employs supervised 

learning to estimate the target variable probability is 

known as Logistic Regression. The dependent 

variable is a binary variable, with data represented as 

1 (representing success/yes) or 0 (describing 

failure/no) [31]. The existence of the target or 

dependent variable is dichotomous, indicating that 

there are only two groups. As a result, a logistic 

regression model logically predicts P(Y=1) as a 

function of X. 

3.4 Naïve Bayes 

The Naïve Bayes model is one of the most well-

known data mining techniques. This simple and rapid 
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probabilistic classifier is based on Bayes' theorem and 

features an independence assumption. Naïve Bayes 

trains a model from the data. As a result, the Naïve 

Bayes classifier is effective in various real-world 

scenarios. Furthermore, because only a small quantity 

of training data is required to estimate the 

classification parameters, the classifier may be trained 

gradually with Naïve Bayes. As a result, the approach 

is advantageous for classification and prediction tasks 

[32]. 

3.5 Neural Network 

Neural networks are interconnected computing 

systems that function similarly to neurons in the 

human brain. A Neural Network is a back-propagating 

multi-layer perceptron (MLP) algorithm. The model 

can detect hidden patterns and correlations in raw 

data, cluster and classify them, and train and improve 

over time. It interprets and converts a data input of one 

kind into the desired output using a network of 

functions [33]. 

3.6 Stochastic Gradient Descent 

The Stochastic Gradient Descent (SGD) model 

employs stochastic approximation to reduce the size 

of a loss function to a linear process. By evaluating 

one sample at a time, the technique approximates a 

valid gradient while concurrently updating the model 

based on the slope of the loss function. It returns 

predictors as sum minimizers, i.e., M-estimators, for 

regression and is especially beneficial for large-scale 

and heterogeneous datasets [34]. 

3.7 Support Vector Machine 

Support Vector Machine (SVM) is a data mining 

method that partitions the attribute space using a 

hyper-plane and optimizes the margin between groups 

into distinct classes or class values. An SVM 

calculates the ideal hyper-plane to maximize the 

model's generalization potential [35]. As a result, the 

approach frequently achieves high predictive 

efficiency. 

4. Data Preparation and Methodology 

4.1 Data Description 

The data of Software Engineering graduates' has been 

collected from two HEIs encompassing four academic 

cohorts or batches at Sir Syed University of 

Engineering and  Technology (SSUET), Pakistan 

(private sector university), and five academic cohorts 

or batches at NED University of Engineering and 

Technology (NEDUET), Pakistan (public sector 

university), for this study. These academic cohorts or 

batches consist of 250 graduate students of NEDUET 

who were enrolled in the academic years 2013–14, 

2014–15, 2015–16, 2016–17, and 2017–18. Likewise, 

250 graduate students of SSUET who were enrolled 

in the academic years 2014, 2015, 2016, and 2017 

have been included. It is noteworthy that both HEIs 

offer a four-year degree program in Software 

Engineering; however, the NEDUET Software 

Engineering degree program is recognized as an 

engineering discipline as the degree is accredited by 

the Pakistan Engineering Council (PEC), whereas the 

SSUET Software Engineering degree program is 

recognized as a non-engineering discipline as the 

degree is accredited by the National Computing 

Education Accreditation Council (NCEAC). The data 

contains the features related to pre-university (SSC) / 

(HSC) level of education, attainments in courses of 

studies (only core or technical courses), Cumulative 

Grade Point Average (CGPA), Final Year Project 

(FYP), and socioeconomic or demographic 

information. The description of features is explained 

in Table 1–6. 

Table 1  

List of SSUET Pre-university features with their description 

SSUET Pre-

university 

Features 

Description 

SSC Majors Science, O-Level 

HSC Majors A-Level, Diploma, Diploma-CIT, 

Pre-Engineering, Science General 

SSC / HSC 

Grades 

Grade Scale or 

Percentage 

Grade 

Description 

 A-1 80 % or 

above mark 

Outstanding 

A 70 % to 79 % 

marks 

Excellent 

B 60 % to 69 % 

marks 

Very Good 

C 50 % to 59 % 

marks 

Good 

D 40 % to 49 % 

marks 

Fair 

E 33 % to 39 % 

marks 

Satisfactory 

Table 2  

List of NEDUET Pre-university features with their 

description 

NEDUET Pre-

university 

Features 

Description 

HSC MPC Maths + Physics + Chemistry marks 

HSC Grades Grade Scale or 

Percentage 

Grade 

Description 
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 A-1 80 % or 

above mark 

Outstanding 

A 70 % to 79 % 

marks 

Excellent 

B 60 % to 69 % 

marks 

Very Good 

C 50 % to 59 % 

marks 

Good 

D 40 % to 49 % 

marks 

Fair 

E 33 % to 39 % 

marks 

Satisfactory 

 

Table 3  

List of SSUET CoS, CGPA, and FYP features with their 

description 

SSUET Courses of 

studies, CGPA, and 

FYP Features 

Description 

ITC Introduction to Computing 

PF Programming Fundamentals 

OOP Object Oriented 

Programming 

ITSE Introduction to Software 

Engineering 

DS&A Data Structure & Algorithm 

AT&FL Automata Theory & Formal 

Languages 

OS Operating Systems 

SRE Software Requirement 

Engineering 

CC&N Computer Communication & 

Networks 

ITDBS Introduction to Database 

Systems 

SD&A Software Design & 

Architecture 

ESE Enterprise System 

Engineering 

SQE Software Quality Engineering 

SEE Software Engineering 

Economics 

HCI Human Computer Interaction 

SPM Software Project 

Management 

DWH&DM Data Ware House & Data 

Mining 

WE Web Engineering 

DS&E Data Security & Encryption 

AI Artificial Intelligence 

PP Professional Practice 

FYP Final Year Project 

FYP Domain Big Data, Cloud Computing, 

IoT, Mobile / Android / IOS, 

Data Mining, Machine 

Learning, Deep Learning, 

Networking, Network 

Security / Cyber Security, 

Information Security, Image 

Processing, Web Application, 

Other 

CGPA Grade 

Point 

% Marks 

4.00 90-100 

3.7-3.9 85-89 

3.4-3.6 80-84 

3.0-3.3 70-79 

2.5-2.9 60-69 

2.0-2.4 50-59 

0.00 0-49 

 

Table 4  

List of NEDUET CoS, CGPA, and FYP features with their 

description 

NEDUET Courses of 

studies, CGPA, and 

FYP Features 

Description 

DS&A Data Structure & Algorithm 

FIT Fundamentals of Information 

Technology 

PL Programming Languages 

CG Computer Graphics 

DBMS Database Management 

Systems 

OOC&P Object Oriented Concepts & 

Programming 

SE Software Engineering 

SRE Software Requirement 

Engineering 

WE Web Engineering 

AI&ES Artificial Intelligence & 

Expert Systems 

CCN Computer Communication 

Networks 

EC E-Commerce 

OS Operating Systems 
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SD&A Software Design & 

Architecture 

HCI Human Computer Interaction 

SPM Software Project 

Management 

SQE Software Quality Engineering 

DW&M Data Warehouse Methods 

N&IS Network & Information 

Security 

EP Entrepreneurship 

EL Elective Course {Software 

Testing Strategies & 

Techniques OR Information 

Systems Engineering} 

SEP (FYP) Software Engineering Project 

FYP Domain Big Data, Cloud Computing, 

IoT, Mobile / Android / IOS, 

Data Mining, Machine 

Learning, Deep Learning, 

Networking, Network 

Security / Cyber Security, 

Information Security, Image 

Processing, Web Application, 

Other 

CGPA Grade 

Point 

% Marks 

4.0 94-100 / 85-93 

3.7 80-84 

3.4 75-79 

3.0 70-74 

2.7 67-69 

2.4 64-66 

2.0 60-63 

1.7 57-59 

1.4 54-56 

1.0 50-53 

0.0 Below 50 

 

Table 5  

List of Socioeconomic or Demographic features with their 

description 

Socioeconomic 

or Demographic 

Features 

Description 

Gender Male, Female 

Parent’s / 

Guardian’s 

Qualification 

Some Education, Matric (SSC) Pass, 

Inter (HSC) Pass, Bachelor's 

Degree, Master's Degree, Doctoral 

Degree, Diploma / Certificate, Other 

Parent’s / 

Guardian’s 

Income 

Very High, High, Medium, Low, 

Very Low 

Parent’s / 

Guardian’s 

Occupation 

Banking, Government, Private, 

Construction, General Business / 

Trade, Education / Teaching, 

Engineering, Sales, Management, 

I.T, Medical, Other 

Internship 

Experience 

Yes, No 

Skills / 

Competencies 

Programming Languages, 

Algorithms and Complexity, 

Software Engineering, Database 

Technologies, Networking and 

Communications, Digital 

Marketing, Project Management, 

Graphics and Visual Computing, 

Intelligent Systems, Software 

Development, Technical Writing, 

Open-Source Technologies, Other 

 

Table 6  

List of Target or Class features with their description 

Target / 

Class 

Feature: 

Description / Job Roles 

A {Software Developer, Software 

Engineer, Programmer} 

B {Web Developer, PHP Developer, Front 

End Developer, Web Administrator} 

C {IOS Developer, Android Developer} 

D {Graphic Designer, Web Designer} 

E {SQA Engineer, SQA Analyst} 

F {IT Director, IT Manager, MIS Officer, 

Technical Operations Officer} 

G {Database Administrator, Systems 

Administrator, Technical Support 

Engineer / Specialist} 

H {Network Administrator, Network 

Engineer} 

O {Other} 

The data on pre-university, CoS, CGPA, FYP, and 

gender were extracted from the separate databases of 

two universities by creating a consolidated data 

warehouse. The data of the remaining features, such 

as socioeconomic or demographic features and FYP 

domain, are collected through emailing and sharing 

different batch-wise links to graduates using 

GoogleForm via questionnaires on multiple social 

media platforms, graduates' profiles, and graduates 

groups or forums from January 2022 to October 2022. 
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All sets of features are categorical in Tables 1, 5, and 

6. In Table 2, the feature HSC MPC, the sum of the 

marks attained in mathematics, physics, and 

chemistry at the HSC level, is numeric, while the 

feature HSC Grades is categorical. On the contrary, in 

Tables 3 and 4, all sets of features are numeric except 

the feature FYP domain, which is categorical. 

4.2 Data Pre-processing 

Models, algorithms, and statistical inferences are the 

critical focus of any data analysis. Nevertheless, 

modeling is typically not performed with raw or dirty 

data in practical applications. Data pre-processing 

transforms dirty data (noisy or raw data) into clean 

data suitable for modeling. Data pre-processing can 

profoundly impact model outcomes, including 

removing outliers and imputing missing values [36]. 

Pre-processing data is, therefore, a crucial step. There 

might be numerous issues with the data, depending on 

the circumstances. Before modeling, the data must be 

cleaned. Additionally, the data needs for various 

models vary. For instance, some models would need 

constant scale variables; others might be susceptible 

to outliers or collinearity; others might be unable to 

handle categorical variables, and so on. To make the 

data suitable for the particular model, the data must be 

pre-processed appropriately [37]. 

     In this research, the data is pre-processed, 

statistically analyzed, and mined using ORANGE. 

ORANGE is the ideal software tool used for data 

mining and machine learning. It is a software tool with 

components created in Python to support interactive 

data visualizations. We organized the collected data 

into two datasets: Dataset I and Dataset II. In Dataset 

I, we have incorporated the features of SSUET 

graduates, while in Dataset II, we have incorporated 

the features of NEDUET graduates. Both datasets are 

separately designed and prepared by integrating HEIs 

academic data (retrieved from the HEIs database) and 

socioeconomic or demographic data (retrieved 

through an online survey). Data pre-processing uses 

an Orange tool to normalize features and impute 

missing data. Removing rows with missing values is 

employed under the pre-processor for imputing 

missing values. As both datasets are prepared 

carefully, no such missing or erroneous values have 

been found at the pre-processing stage by the 

ORANGE tool [38]. 

4.3 Methodology 

In this research, we want to investigate the three 

aspects that influence the career path by considering 

pre-university features to identify correct decision-

making on technology selection, hence opting for the 

right career path. CoS (core courses), CGPA, and FYP 

feature to determine any graduate interestingness 

through their academic achievement that will lead to 

the right career path. Socioeconomic or demographic 

features that impact the career decision-making 

process. 

     A collection of features describes a data object. A 

training dataset comprises data objects with a 

predefined label or class. Under data mining models, 

classification models (or classifiers) predict the class 

or label of a data object. A classifier creates a model 

that most accurately depicts the relationship between 

the properties of the training dataset and the class 

labels using a learning method. The class or label of 

the testing data should be appropriately predicted by 

the model based on training data. The number of test 

records that a classification model correctly and 

incorrectly predicts is a standard measure of a 

classification model's performance [39]. 

     There are several types of data mining models or 

classifiers, and none is known to outperform the 

others consistently. Consequently, assessing if one 

model or classifier performs better than the others in a 

specific domain is necessary. The Decision Tree, k-

nearest Neighbor (k-NN), Logistic Regression, Naïve 

Bayes, Neural Network, Stochastic Gradient Descent, 

and Support Vector Machine data mining predictive 

models used in this research have produced significant 

results.  

     As previously stated, Orange is used to pre-process 

and analyze the data with the defined features. Since 

models must be evaluated after training, the data is 

divided into training and testing parts. Then, using a 

set percentage of data, each batch or cohort's data 

belonging to both HEIs (250 occurrences each and 

separately) is trained using a split of 70% training and 

30% testing with stratified sampling [38]. The primary 

benefit of stratified random sampling is that it 

accurately represents important population features in 

the sample. The entire training and testing process 

have been repeated ten times or cycles to achieve 

maximum accuracy. The models are trained or labeled 

in classes, as mentioned in Table 6, according to the 

graduates' current job roles. 

5. Results and Analysis 

This section summarizes the findings of using data 

mining models as described in Section 3, which 

focused on analyzing the classifiers' performance 
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metrics and comparing and contrasting their 

performance. 

5.1 Performance or Evaluation Metrics of Data 

Mining Models 

The data mining classification models aim to predict 

the category or class to which one or more 

observations belong. Evaluating the model's 

performance is crucial in any data mining workflow. 

Here, the predictions can be made on previously 

unobserved, labeled data using the trained model. 

Then, we evaluate how many of these predictions the 

model correctly identified for classification. A 

classification model's performance is estimated using 

various methods on average over classes on both 

datasets, some of which are listed here. Simply 

dividing the number of predictions by the number of 

correct predictions gives us a model's overall accuracy 

[40]. An accuracy score will range from 0 to 1, with 1 

being the ideal model. When data is skewed, and one 

class is significantly bigger than another, this metric 

should seldom be used alone since the accuracy might 

need to be corrected. 

     The model's performance at all potential 

classification thresholds may be gauged using the 

AUC, a metric of the complete two-dimensional area 

under the curve [40]. The model's precision is its 

ability to identify the positive class with correctness. 

We would reduce the number of false positives by 

using this statistic to optimize a model [40]. Recall 

measures how well the model predicts each dataset's 

positive observations. Typically, a precision-recall 

curve is constructed to examine precision and recall 

simultaneously. This can make the trade-offs between 

the two metrics at various thresholds simpler to 

explore [40]. 

     The harmonic mean of recall and precision is the 

F1 score. The F1 score will provide a number between 

0 and 1. Perfect recall and precision are indicated by 

an F1 score of 1.0. If the precision or recall are both 0, 

then the F1 score is 0 [40]. When a classification 

model predicts a probability between 0 and 1, the 

model's performance is measured by logarithmic loss 

(also known as log loss). As predicted probability and 

actual label diverge, log loss tends to rise. Specificity 

may be calculated and contrasted with recall using the 

number of false negatives produced by the data 

mining models. The data mining models or classifiers' 

performance or evaluation metrics obtained from the 

analysis of both datasets are enlisted in Table A1. 

     If a sample from one class is more abundant than 

another, the data set is said to be highly skewed. In the 

imbalanced data set, the class with the maximum 

number of instances is referred to as the major class, 

while the class with the least number of instances is 

referred to as the minor class [41]. In such a scenario, 

most classifiers exhibit extreme bias toward the major 

classes and have very low classification rates for 

minor classes. The classifier also likely classifies all 

classes as major classes while ignoring minor classes 

[42]. 

 

Fig. 2. Information On a Target or Class Feature In 

Dataset I 

     Fig. 2 and Fig. 3 show the imbalanced number of 

instances belonging to each target or class feature of 

Dataset I and Dataset II, respectively. In this case, 

Class ‘A’ emerged as the major class, containing the 

maximum instances comprising job roles {Software 

Developer, Software Engineer, Programmer}. 

According to both figures, most models or classifiers 

performed better when predicting the class ‘A’ 

feature, our leading class. It is also important to note 

that in dataset II (see Fig. 3), the instances are not 

predicted in a “D” class. 

 

Fig. 3. Information On A Target Or Class Feature In 

Dataset II 
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5.2 Applying SMOTE for Imbalanced Classification 

In this study, we have fortunately balanced datasets 

(each dataset with 250 instances), but each dataset's 

classes are imbalanced. The classes must be balanced, 

as seen in Figures 2 and 3. All samples from the 

minority classes (C, D, F, G, and H) in dataset I and 

(B, C, F, G, and H) in dataset II were deduced in order 

to balance the classes, and duplicates of each sample 

were made several times across the dataset by 

applying SMOTE technique. The Synthetic Minority 

Oversampling Technique is known as SMOTE. 

SMOTE is applicable when the data is imbalanced. 

SMOTE uses a k-nearest neighbor method to generate 

synthetic data. SMOTE begins by randomly selecting 

data from the minority class, after which the data's k-

nearest neighbors are determined. The k-nearest 

neighbor was picked randomly, and the random data 

would then be combined to create synthetic data [43]. 

     SMOTE has augmented up to 693 instances in 

dataset I and 808 instances in dataset II (collectively 

1501 instances), respectively. Regenerated data 

mining prediction models were compared to the 

original models in terms of accuracy using the 

balanced datasets after applying SMOTE. With 

rebalanced classes in both datasets, the prediction 

accuracy of each of these models radically increased. 

The improved data mining models or classifiers' 

performance or evaluation metrics obtained from the 

analysis of both datasets after applying SMOTE are 

enlisted in Table A2. 

5.3 Comparing Data Mining Models Accuracy 

The results of seven data mining models’ comparable 

accuracies on both datasets are depicted below in 

Figures 4 and 5. The accuracy results of data mining 

models that performed better than the benchmark is 

identified. The results imply that it may be possible to 

predict the career path in advance with comparable 

accuracies using the information of pre-university 

(SSC/HSC), attainments in the courses of studies, 

CGPA, FYP, and socioeconomic or demographic 

data. Fig. 4 compares accuracies achieved by the data 

mining models on each dataset using actual instances, 

i.e., 250 instances of each HEI data with imbalanced 

classes. The accuracies are computed as average over 

nine classes and considered reasonable baseline 

accuracies. The k-Nearest Neighbor model achieves 

the highest accuracy on dataset I, i.e., 85.71%, 

compared to the other six models or classifiers. 

Similarly, the SVM model ranked high with 86.73% 

accuracy when analyzing the performance of models 

or classifiers on dataset II. 

 

Fig. 4. Comparison Of Models’ Accuracy 

     Accuracy is an effective metric when the target 

feature classes in the data are reasonably balanced. 

Fig. 5 depicts the comparison of accuracies achieved 

by the data mining models after applying the SMOTE 

technique on each dataset with balanced classes. Each 

model's prediction accuracy considerably improved 

with rebalanced classes in both datasets. This time, 

with a 93.96% accuracy on dataset I, the Neural 

Network model outperformed the other classifiers or 

models. Similarly, the Neural Network model 

performed best with 95.73% accuracy on dataset II. 

 

Fig. 5. Comparison Of Models’ Accuracy After Applying 

SMOTE 

5.4 Features Selection 

Feature selection is the process of minimizing the 

number of input features. It is essential to eliminate 

redundant or unnecessary features since they might 

detriment the model's performance. Limiting the 

number of input features is preferable to decrease the 

computational complexity of modeling and, in certain 

situations, increase the model's performance. Feature 

selection's primary benefit is that it lessens overfitting 

[44]. 

     This study used the gain ratio and chi-square (χ²) 

feature selection approaches to determine essential 

features. A ratio between the feature's inherent 

information and the information gain, which lessens 
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the information gain's bias towards multivalued 

features, is referred to as the gain ratio [45]. The chi-

square statistic measures the dependency between the 

feature and the class [46]. The number of selected 

features has been set at K=15 for each criterion. The 

best 15 features extracted by feature selection 

techniques on both datasets are presented in Tables 7 

and 8 with their scores. 

Table 7  

List of features using feature selection techniques in Dataset 

I 

Features Gain ratio χ² 

HSC Major 0.190638 0.115883 

SEE 0.187124 189.2424 

CGPA 0.184446 197.8444 

SPM 0.154077 149.7061 

CCN 0.150082 139.1507 

AI 0.145689 127.072 

ITC 0.145099 160.5935 

Gender 0.138624 14.27038 

ATFL 0.130716 117.2965 

PP 0.125279 132.5248 

SRE 0.123623 114.9164 

FYP 0.123619 114.6338 

DWH&DM 0.121293 111.804 

Internship Experience 0.115128 18.72466 

ESE 0.113734 132.7173 

 

We have set three principal objectives to predict 

career paths, as mentioned in Section 1. By observing 

Table 9 based on dataset I features, it is interesting to 

note that out of four pre-university features, and just a 

feature, “HSC Major” is extracted to fulfill the first 

objective, i.e., relating HSC Major influencing the 

career choices to correct decision-making on 

technology selection in advance. As far as the second 

objective is concerned, encompassing core courses of 

studies, CGPA and FYP, courses “SEE, SPM, CCN, 

AI, ITC, ATFL, PP, SRE, DWH and DM, and ESE,” 

and surprisingly, both “CGPA” and “FYP” features 

have been selected to predict career path in advance. 

If the third objective is concerned, features “Gender” 

and “Internship Experience” have been chosen among 

the other socioeconomic or demographic features to 

predict career path in advance. 

Table 8  

List of features using feature selection techniques in Dataset 

II 

Features Gain ratio χ² 

MPC Marks 0.294292664 92.12 

AI&ES 0.255306706 300.8580858 

SE 0.23108595 130.455144 

Internship Experience 0.228949806 16.56062909 

FIT 0.204856363 210.9570957 

SEP 0.204179107 205.8067633 

Gender 0.189609959 121.7973381 

OOC&P 0.189505504 123.8156797 

PL 0.178888808 132.397351 

EP 0.173029165 188.8342811 

CGPA 0.169264313 113.6369637 

DW&M 0.16223072 121.7585644 

SPM 0.154529447 143.3562552 

SQE 0.15441058 107.5115512 

WE 0.148324247 145.1012448 

     Similarly, by looking at Table 9 based on features 

from dataset II, it is noteworthy to see that here also, 

only one pre-university variable, i.e., "MPC Marks," 

is extracted to accomplish the first objective, which is 

to relate how the MPC Marks influence career choices 

to the right choice of technology in advance. For the 

second objective, which includes core courses of 

studies, CGPA, and FYP, the courses "AI and ES, SE, 

FIT, OOC and P, PL, EP, DW and M, SPM, SQE, and 

WE" have been selected. Surprisingly, both "CGPA" 

and "SEP" features have also been chosen to predict 

career paths in advance. Here, the features "Gender" 

and "Internship Experience" have been selected 

among the other socioeconomic or demographic 

features to predict career paths in advance for the third 

objective. 

     Furthermore, the analysis of the tables above 

reveals a significant finding: the presence of common 

features in both datasets. These features, such as the 

set of similar courses of studies taught at both HEIs 

{AI/AI and ES}, {ITC/FIT}, {DWH and DM/DW and 

M}, {SPM/SPM}, and CGPA, and FYP/SEP, and 

Gender and Internship Experience, have been 

identified as crucial using the gain ratio and chi-square 

(χ²) features selection approaches. 
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6. Discussion 

As previously mentioned, graduates have a variety of 

job roles to choose from within each career, 

depending on their academic strengths. In this context, 

we delve into the practical implications of the 

methodology described above, which can 

significantly impact career decisions. 

1) It uses data mining models to determine 

technology selection that influences career 

choices based on pre-university features. 

2) They are predicting career paths in advance 

based on features such as attainments in the 

core courses of studies, CGPA, and FYP 

using data mining models with comparable 

accuracies. 

3) They are predicting career paths in advance 

based on socioeconomic or demographic 

features using data mining models with 

comparable accuracies. 

     Below, we present the outcomes of the two HEI 

datasets in the context of decision tree visualizations. 

Decision trees are particularly powerful in our 

analysis due to their ease of comprehension and 

interpretation. This is crucial in our case, as we need 

to explain how and why a specific result occurred 

[47]. 

6.1 Determining Technology Selection using Data 

Mining Models 

The decision tree (on dataset I) in Fig. 6 below shows 

the tree is built around the feature HSC Grade with the 

class or target ‘A’ as the root splitting criterion. One 

notices that class ‘A’ is predicted when the SSC 

Grades are A and B, class ‘B’ is predicted when the 

HSC Grade is A and class ‘C’ is predicted when the 

SSC Grades are A, C, and D and HSC Grades are B 

and C respectively, class ‘D’ is predicted when HSC 

Grades are A-1, B, and C, class ‘F’ is predicted when 

HSC Grade is B, and class ‘H’ is predicted when HSC 

Grade is A-1, and so on. 

     Interestingly, here, the decision tree from the pre-

university features has not predicted the features of 

SSC Majors and HSC Majors in dataset I. This means 

neither feature plays a vital role in determining 

technology selection at an early level of education. 

However, the pre-university majors are equally 

important in selecting a particular technology, like 

software engineering, computer engineering, civil 

engineering, electronic engineering, etc., for 

enrolment at any HEI. 

 

Fig. 6. Decision Tree Representation With Pre-University 

Features In Dataset I 

Similarly, the decision tree (on dataset II) in Fig. 7 

below shows the tree is built around the feature MPC 

Marks with the class or target ‘A’ as the root splitting 

criterion. One notices that different MPC attainments 

are predicted in all classes except classes ‘D’ and ‘E.’ 

Moreover, classes ‘A,’ ‘C,’ and ‘H’ are predicted 

when the HSC Grade is A-1, classes ‘C’ and ‘H’ are 

predicted when the HSC Grade is A, and classes ‘A’ 

and ‘C’ are predicted when the HSC Grades are B and 

C, and so on. Besides, one may be surprised why the 

decision tree has not correspondingly predicted the 

job roles ‘E,’ ‘F,’ and ‘O’ in Dataset I and job roles 

‘D’ and ‘E’ in Dataset II.

 

Fig. 7. Decision Tree representation with pre-university features in Dataset II   



© Mehran University of Engineering and Technology 2024 14 

Thus, Research Question 1: To what extent does 

the pre-university (SSC/HSC) level of education 

influence career choices to correct decision-making 

on technology selection using data mining models? It 

is answered optimistically. So far, so good; the 

exciting observations have been brought to light that 

may guide the forthcoming students to make correct 

decision-making concerning technology selection 

(i.e., software engineering technology) using data 

mining models. Integrating pre-university features in 

this research is pivotal since early school or college-

level education is where students’ career path 

commences and may be helpful in correct technology 

selection at the university level. 

6.2 Predicting Career Path using Data Mining Models 

based on CoS, CGPA, and FYP 

Fig. 8 below presents a decision tree (on dataset I) 

constructed around the feature CGPA and uses the 

class or target ‘A’ as the root-splitting criterion. This 

decision tree is a vital tool in our research, as it helps 

us understand how quality points attained in core 

courses taught in the Software Engineering discipline 

can influence career paths. It is important to note that 

core courses of study are mandatory, as well as 

technology-related courses one must study to meet the 

requirements of a degree program. Quality Points 

(QP) refer to the product of a Grade Point (GP) and 

Credit Hours (CH) in each course. The decision tree 

predicts that the class ‘H’ is likely when the CGPA is 

less than or equal to 2.65, while the class ‘B’ is likely 

when the CGPA is more than 2.65.  

     Similarly, the decision tree predicts that class ‘C’ 

is likely when the quality points are greater than 9.38, 

11.5, and 11.98 in the PP, ITSE, and ITC courses, 

respectively. Class ‘D’ is likely when the quality 

points are greater than 6.28 in the course SEE and less 

than or equal to 10.0 and 9.38 in AI and PP courses, 

respectively. Class ‘E’ is likely when the quality 

points are greater than 9.24 in the course ITDBS and 

less than or equal to 10.8 and 11.98 in the course ITC. 

     Class ‘F’ is predicted when the quality points are 

greater than 7.2, 10.0, 10.8, and 11.69 in the courses 

SRE, AI, ITC, and WE and less than and equal to 6.35 

and 11.95 in the courses AT and FL and ITSE 

respectively. Class ‘G’ is predicted when the quality 

points are greater than 6.35 in the course AT and FL 

and less than and equal to 11.69 and 9.24 in the 

courses WE and ITDBS, respectively. Class ‘H’ is 

predicted when the quality points are greater than 10.0 

in the course ITSE and less than and equal to 6.28 in 

the course SEE, respectively. Class ‘O’ is predicted 

when the quality points are less than and equal to 10.0 

and 7.2 in the courses ITSE and SEE, respectively.  

     Another essential aspect of predicting a career path 

is the FYP information. One can notice that the C’ and 

‘G’ are predicted when the quality points are greater 

than, less than, and equal to 22.18 in FYP attainment, 

respectively. Similarly, class ‘B’ is predicted when the 

FYP domains are Big Data, Cloud Computing, IoT, 

Mobile / Android / IOS, Machine Learning, Deep 

Learning, Networking, Network Security / Cyber 

Security, Image Processing, Web Application, and 

Other. At the same time, class ‘C’ is predicted when 

the FYP domains are Data Mining, Information 

Security, and so on. 

Surprisingly, the decision tree has not predicted the job 

roles ‘A’ and ‘B,’ which are believed to be the top 

careers in software engineering.

 

 

Fig. 8. Decision Tree Representation With Features Cos, CGPA  and  FYP In Dataset I  
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Fig. 9 below depicts the decision tree (on dataset 

II), built around the feature AI and ES, and uses the 

class or target ‘A’ as the root-splitting criterion. In 

contrast to dataset I, we used the total marks (obtained 

out of 100) in core courses taught in the Software 

Engineering discipline. Class ‘A’ is predicted when 

the total marks are greater than 80.93 and 81.64 in the 

courses SE and AI and ES, respectively. Class ‘B’ is 

predicted when the total marks are greater than 77 and 

80 in SE and OS courses and less than and equal to 

81.33 and 81.64 in OOC and P and AI and ES, 

respectively. 

     Class ‘C’ is predicted when the total marks are 

greater than 81.33 and 83.37 in the courses OOC and 

P and FIT and less than and equal to 89.01 and 74.98 

in FIT and EP, respectively. Class ‘E’ is predicted 

when the total marks are greater than 64 in the course 

SE and less than and equal to 71 in the course HCI, 

respectively. Class ‘F’ is predicted when the total 

marks are greater than 78 and 71 in the EP and HCI 

courses, respectively. 

     Class ‘G’ is predicted when the total marks are 

greater than 73.99 and 89.01 in the courses AI and ES 

and FIT and less than and equal to 80 and 80.93 in the 

courses OS and SE, respectively. Class ‘H’ is 

predicted when the total marks are greater than 76.65 

in the course DS and A and less than and equal to 

73.99 and 78 in the courses AI and ES and EP, 

respectively. Class ‘O’ is predicted when the total 

marks are greater than 74.98 in the course EP and less 

than and equal to 76.65, 64  and  77, and 83.37 in the 

DS and A, SE, and FIT courses, respectively, and so 

on. 

     Regarding the software engineering final year 

project, the classes ‘B’ and ‘H’ are predicted when the 

total marks are greater than, less than, and equal to 

85.95 in SEP attainment. Here, by observing the 

decision tree results, the essential features, i.e., CGPA 

and SEP Domain, have not been predicted in dataset 

II.

 

Fig. 9. Decision Tree Representation With Features Cos, CGPA  and  FYP In Dataset II 

Therefore, Research Question 2: Is it possible to 

predict a career path in advance using data mining 

models based on the attainments in the courses of 

studies, CGPA, and FYP with comparable accuracies? 

It is also answered optimistically. In order to support 

students in pondering their career opportunities in the 

future, the second question deals with identifying the 

CoS, CGPA, and FYP attainments that have emerged 

as valuable predictors with the help of data mining 

models in this study that may lead to successful career 

paths. Hence, to know about a better career path, 

considering CGPA and the performance in the courses 

of studies at the university level may be essential to 

determine how much the students have shown their 

interest in particular courses and have grabbed the 

technical skills and practical knowledge in order to 

succeed in a career. 

Also, incorporating FYP information in this study 

was necessary because FYP helps students develop 

their fundamental abilities and prepares them for new 

challenges. A creative and valuable final-year project 

will reinforce students' ability to solve problems, 

manage projects, conduct research, and analyze data. 

An engineering student's final year project marks a 

significant turning point in their life. It assists in 

bridging the knowledge gap between theory-based 

and skill-based learning in careers. 

6.3 Predicting Career Path Using Data Mining 

Models Based on Demography Or Socioeconomics 
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Fig. 10 below depicts the decision tree (on dataset I), 

built around the feature Skills/Competencies, and uses 

the class or target ‘A’ as the root splitting criterion. 

One can observe that the class ‘A’ is predicted when 

the Skills/Competencies are Programming 

Languages, Algorithms and Complexity, Software 

Engineering, Database Technologies, Digital 

Marketing, Project Management, Graphics and Visual 

Computing, Intelligent Systems, Software 

Development, Technical Writing, Open-Source 

Technologies,  or Other, and the Gender is Male 

respectively. 

     Class ‘B’ is predicted when the Parent’s / 

Guardian’s Occupations are Banking, Private, 

Construction, General Business / Trade, Education / 

Teaching, Engineering, Sales, Management, I.T, or 

Other, and the Skills/Competencies are Programming 

Languages, Algorithms and Complexity, Software 

Engineering, Database Technologies, Networking and 

Communications, Digital Marketing, Intelligent 

Systems, Software Development, Technical Writing, 

or Open-Source Technologies respectively. Class ‘D’ 

is predicted when the Parent’s / Guardian’s 

Occupation is Government and the Parent’s / 

Guardian’s Qualifications are Diploma / Certificate, 

Master’s Degree, or Some Education, respectively. 

     Class ‘E’ is predicted when the 

Skills/Competencies are Graphics and Visual 

Computing, Other, or Project Management. Class ‘G’ 

is predicted when the Internship Experience is Yes, 

the Parent’s / Guardian’s Occupations are General 

Business / Trade, Medical, Other, Private, or Sales, 

and the Parent’s / Guardian’s Qualifications are 

Bachelor’s Degree, Doctoral Degree, Inter (HSC) 

Pass, or Matric (SSC) Pass respectively. Class ‘H’ is 

predicted when the Skills/Competencies are 

Networking and Communications. Class ‘O’ is 

predicted when the Gender is Female, the Internship 

Experience is No, the Parent’s / Guardian’s 

Qualifications are all the inputs, and the Parent’s / 

Guardian’s Occupation is Education / Teaching, 

Government, I.T, or Management, respectively, and 

so on.

 

 

Fig. 10. Decision Tree Representation With Demographic Or Socioeconomic Features In Dataset I 

    

Fig. 11 below depicts the decision tree (on dataset 

II), built around the feature Internship Experience, and 

uses the class or target ‘A’ as the root splitting 

criterion. One can observe that the class ‘A’ is 

predicted when the Internship Experience is No, the 

Skills / Competencies are Software Development, 

Software Engineering, Technical Writing, Database 

Technologies, or Software Engineering, the Parent’s / 

Guardian’s Occupations are Banking, Government, 

Private, Construction, Education / Teaching, Sales, 

Management, or I.T, the Gender is Male, and the 

Parent’s / Guardian’s Qualifications are Bachelor’s 

Degree, Inter (HSC) Pass, or Master’s Degree 

respectively. 

     Class ‘B’ is predicted when the Parent’s / 

Guardian’s Occupations are Engineering, General 

Business / Trade, Medical, Other, or Government. 

Class ‘E’ is predicted when the Skills / Competencies 

are Programming Languages, Algorithms and 

Complexity, Database Technologies, Networking and 

Communications, Digital Marketing, Project 

Management, Graphics and Visual Computing, 
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Intelligent Systems, Open-Source Technologies, or 

Other, and the Parent’s / Guardian’s Occupations are 

Banking, Government, Private, Construction, General 

Business / Trade, Education / Teaching, Engineering, 

Sales, Management, I.T, or Medical respectively. 

     Class ‘F’ is predicted when the Internship 

Experience is Yes, the Skills / Competencies are 

Programming Languages, Algorithms and 

Complexity, Networking and Communications, 

Digital Marketing, Project Management, Graphics 

and Visual Computing, Intelligent Systems, Software 

Development, Technical Writing, Open-Source 

Technologies, or Other, and the Parent’s / Guardian’s 

Occupations are General Business / Trade, 

Government, Medical, or Private respectively. 

     Class ‘G’ is predicted when the Gender is Female, 

the Skills / Competencies are Database Technologies, 

and the Parent’s / Guardian’s Qualifications are Some 

Education, Matric (SSC) Pass, Degree, Doctoral 

Degree, Diploma / Certificate, or Other, respectively. 

Class ‘H’ is predicted when the Parent’s / Guardian’s 

Occupations are Banking, Construction, Education / 

Teaching, Engineering, Sales, Management, I.T, or 

Other. Class ‘O’ is predicted when the Parent’s / 

Guardian’s Occupations are Medical or Other, and so 

on. 

Nevertheless, the decision tree has not predicted 

the job roles ‘C’ and ‘F’ in dataset I and job role ‘C’ 

in dataset II, respectively.

 

Fig. 11. Decision Tree Representation With Demographic Or Socioeconomic Features In Dataset II 

 

According to prior studies, family demography, 

gender, skills/competencies, and internship 

experience significantly impact the dissemination of 

values, including appropriate career choices, 

ambition, and career orientation [48]. Thus, Research 

Question 3: Is it possible to predict a career path in 

advance using data mining models based on 

socioeconomic or demographic information with 

comparable accuracies? It is also answered 

optimistically. Here, the decision tree has not 

predicted both datasets' feature Parent’s / Guardian’s 

Income. 

     The quality of interpersonal support and the 

perception of societal standards, both of which may 

come from the family background, are related to the 

quality of interpersonal interactions and the 

development of career aspirations. Early aspirations 

influence subsequent career and academic success 

[49]. Furthermore, the analysis shows that whether or 

not the students have had an internship experience, the 

data mining models’ findings with comparable 

accuracies determine that they are likely to have good 

chances of placement in different careers or job roles 

according to their specific skills and competencies 

equally for both males and females [50]. 

     As far as identifying the coherent relationships 

between the similarities and diversities among the 

parameters of the features of HEIs datasets is 

concerned, we have incorporated both SSC and HSC 

data in SSUET’s dataset I. In contrast, if we analyze 

dataset II, it is worth mentioning that the NEDUET 

merely focuses on HSC criteria at the time of 

admission and enrolment, so just HSC data is 

incorporated. Similarly, from the requirements of 

relating CoS attainments for predicting career paths, 

the course information used in both datasets to some 
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extent are diversified with each other; additionally, for 

dataset I, the quality points attainments have been 

used, whereas, on the contrary, the total marks (out of 

100) attainments have used in dataset II. Also, it is 

noteworthy that the CGPA criteria are different in 

both HEI datasets. Despite this, the features 

encompassing the FYP Domain and graduates’ 

demographic or socioeconomic information acquired 

through online surveys are similar in both HEIs 

datasets. 

7. Conclusion 

The right career decision is crucially vital for one's 

success. In this regard, we have determined the correct 

technology selection decision after the pre-university 

attempt and predict career paths in advance based on 

the attainments in the CoS, CGPA, and FYP, as well 

as integrating demographic or socioeconomics 

information using data mining models. The present 

study will be expedient to higher education 

institutions (HEIs), prospective students who will 

directly contribute to the teaching and learning 

process, parents, academicians, degree planners, and 

practitioners involved in administrative and decision-

making processes. The present study has investigated 

three research questions to provide prospective 

students with guidance to help them determine how 

likely they will be to have career placement 

opportunities in different job roles or careers in the 

software engineering field based on a specific career 

path. 

Initially, the classes were imbalanced in this 

exploration. The problem of class imbalance often 

arises when some classes are more prevalent than 

others. Standard models or classifiers frequently 

disregard the minor classes in these situations because 

they are too overwhelmed with the large classes. So, 

in order to deal with the class imbalance issue, we 

have applied the SMOTE technique to balance the 

classes in both datasets. To have a fair deal, after 

employing SMOTE, balanced datasets were used to 

evaluate the accuracy of the regenerated data mining 

prediction models that were compared to the original 

models. These models' prediction accuracy drastically 

improved with rebalanced classes in both datasets. 

     When comparing the performance of models or 

classifiers on imbalanced classes, the k-nearest 

Neighbor model obtained the highest accuracy on 

dataset I. In contrast, the SVM model ranked the 

highest accuracy on dataset II. On the contrary, 

compared to other classifiers or models, the Neural 

Network model achieved the highest accuracy on both 

datasets after applying SMOTE. The results and 

analyses in this study answered all three questions 

optimistically. Later, the essential features were 

selected in both datasets using the gain ratio and chi-

square (χ²) feature selection approaches. The features 

with the Decision Tree model that emerged as useful 

predictors in both datasets used in this study are 

SSC/HSC grades, MPC Marks, attainments in the 

CoS, CGPA, FYP, Parent’s / Guardian’s 

Qualification, Occupation, Gender, Internship 

Experience, and Skills / Competencies. For each 

criterion, K=15 features have been selected. The 

primary reason for harnessing academic data like pre-

university grades, majors, CoS attainments, CGPA, 

FYP, etc., as well as demographic or socioeconomics 

data, is that it has a tangible impact on future 

educational and career mobility. It may also be seen 

as a sign of academic potential attained. 

     In a nutshell, different career paths that lead to 

specific job roles as a class or target feature have been 

predicted, indicating prospective students who are 

likely to place or opt for different careers according to 

their academic strength and demography or 

socioeconomic values, as employed in this research. 

Thus, this research's findings may assist in 

successfully improving training strategies to 

anticipate career directions, improving the overall 

learning system, and organizing a curriculum that 

follows the job market and environment for the 

graduates. 
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APPENDIX A 

Table A1 Summary of models performance or evaluation metrics 

Models / 

Classifier

s 

Dataset I Dataset II 

AU

C 

Precisio

n 

Reca

ll 

F1 LogLo

ss 

Specificit

y 

AU

C 

Precisio

n 

Reca

ll 

F1 LogLo

ss 

Specificit

y 

k-Nearest 

Neighbor 

0.60

7 

0.358 0.594 0.44

6 

0.337 0.868 0.63

4 

0.368 0.528 0.39

6 

0.354 0.878 

Logistic 0.58

4 

0.176 0.175 0.17

5 

0.464 0.893 0.54

7 

0.264 0.264 0.27

0 

0.644 0.895 
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Regressio

n 

Naïve  

Bayes 

0.57

3 

0.099 0.330 0.08

2 

1.476 0.859 0.53

5 

0.019 0.375 0.03

4 

2.393 0.874 

Neural 

Network 

0.59

8 

0.188 0.190 0.18

6 

0.461 0.893 0.59

2 

0.354 0.371 0.35

7 

0.408 0.901 

Stochasti

c 

Gradient 

Descent 

0.51

8 

0.194 0.184 0.18

7 

5.822 0.894 0.55

1 

0.323 0.323 0.32

2 

5.019 0.901 

Support 

Vector 

Machine 

0.53

7 

0.566 0.383 0.29

2 

0.297 0.865 0.58

1 

0.523 0.442 0.37

0 

0.282 0.896 

Decision 

Tree 

0.50

7 

0.159 0.159 0.15

8 

4.683 0.893 0.52

8 

0.252 0.250 0.24

8 

4.167 0.892 

 

Table A2 Summary of model performance or evaluation metrics after applying SMOTE 

Models / 

Classifier

s 

Dataset I Dataset II 

AU

C 

Precisio

n 

Reca

ll 

F1 LogLo

ss 

Specificit

y 

AU

C 

Precisio

n 

Reca

ll 

F1 LogLo

ss 

Specificit

y 

k-Nearest 

Neighbor 

0.89

6 

0.476 0.527 0.45

3 

0.271 0.940 0.94

4 

0.699 0.670 0.60

8 

0.203 0.952 

Logistic 

Regressio

n 

0.91

6 

0.691 0.702 0.69

5 

0.184 0.962 0.94

5 

0.758 0.777 0.76

4 

0.165 0.968 

Naïve  

Bayes 

0.75

2 

0.567 0.474 0.48

0 

0.487 0.825 0.90

0 

0.676 0.589 0.60

2 

0.418 0.941 

Neural 

Network 

0.92

7 

0.732 0.728 0.72

9 

0.213 0.966 0.96

5 

0.831 0.828 0.82

9 

0.134 0.975 

Stochasti

c 

Gradient 

Descent 

0.82

0 

0.658 0.681 0.66

7 

2.442 0.959 0.88

4 

0.790 0.799 0.79

3 

1.726 0.971 

Support 

Vector 

Machine 

0.94

0 

0.749 0.699 0.71

3 

0.149 0.853 0.96

1 

0.810 0.788 0.78

6 

0.122 0.969 

Decision 

Tree 

0.76

0 

0.502 0.506 0.50

3 

2.402 0.938 0.84

8 

0.723 0.670 0.67

1 

1.208 0.967 

 


