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 Language is a fundamental medium for human communication, encompassing 

spoken and written forms, each governed by grammatical rules. Sindhi, one of 

the oldest languages, is characterized by its rich morphology and grammatical 

structure. Part-of-speech (POS) tagging, a crucial process in natural language 

processing, involves assigning grammatical tags to words. This research presents 

a novel approach to POS tagging for Sindhi text using deep learning techniques. 

We developed a POS tagger employing Long Short-Term Memory (LSTM) and 

Gated Recurrent Unit (GRU) models, with LSTM demonstrating superior 

effectiveness. This study represents the first application of these deep learning 

methods for POS tagging in Sindhi. Utilizing fastText, we trained 79,959 Sindhi 

word vectors, derived from a corpus compiled from diverse sources including 

Sindhi books, stories, and poetry. The corpus comprises 1,459 sentences and 

10,584 unique words, split into 80% for training and 20% for validation. Our 

results indicate that the LSTM model achieved an accuracy of 85.80%, 

outperforming the GRU model, which achieved 80.77%, by a margin of 5%. This 

work's novelty lies in the application of deep learning techniques to enhance POS 

tagging accuracy in the Sindhi language corpus. 

1. Introduction 

The Sindhi language is part of the Indo-Aryan 

language spoken by Pakistani and Indian people. In 

Pakistan, it is written in a slightly different form of the 

Perso Arabic script, with additional letters to 

accommodate implosive, retroflex, and nasal sounds 

[2]. Sindhi is written from right to left with 52 

alphabetic characters, as shown in Fig. 1. Sindhi 

language origins can be traced back to 1500 BC [3, 4]. 

The name ‘Sindhi’ is derived from the name of a river, 

known as the “Indus River” or “Sindhu”. The Sindhi 

language is also registered as the official language of 

two countries: Pakistan and India. With the world 

becoming a global centre, people have access to a 

plethora of information that may be utilised for both 

internal and cross-cultural communication as well as 

engagement across languages and civilizations. Sindhi 

language communication is increasing every day. In 

addition to this, advancements in technology are 

helping people understand languages in a better 

manner. Nowadays, there is an abundance of interest 

in research on natural languages. Therefore, it is 

becoming more important to incorporate new 

techniques. 

Natural language processing (NLP) is one of the 

important fields of artificial intelligence, which is the 

process of developing software applications that 

enable computers to understand natural languages like 

English, Urdu, Sindhi, Arabic, German, Hindi, 

Chinese, and many others. A substantial amount of 
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research exists, spanning various languages [34-38]. 

Some languages are challenging for many linguistic 

tasks such as Arabic [39] and Sindhi. Some known 

applications that are widely used for these languages 

include “Parts of Speech (POS) tagging”, “Named 

Entity Recognition (NER)” [4], “Machine Translation 

(MT)”, “Information retrieval (IR)”, “Information 

extraction (IE)”, “Morphological Analysis”, 

“Syntactic parsing” [5], etc. However, researchers find 

it challenging to work on NLP tasks using local 

languages. This is due to the lack of availability of a 

corpus of Sindhi language [6]. We know that natural 

language is available digitally in different formats 

(such as audio, images, etc.) but, this research focuses 

on the POS tagging of a corpus containing text in the 

Sindhi language. Parts-of-speech Tagging is a process 

of grammatically marking words or assigning the 

appropriate lexical category to words in sentences in 

any natural language. Some categories are nouns, 

pronouns, adjectives, verbs, adverbs, prepositions, and 

conjunctions. POS tagging is an important sub-

component or a pre-requisite process of human natural 

language processing tasks. This is mostly used in 

machine learning for translation from the source 

language to the desired language, named entity 

recognition, spell checker, syntactic parsing, 

information retrieval, etc.   

    The Sindhi language is the official language of the 

Sindh province in Pakistan. A lot of work has already 

been done on parts of speech tagging in different 

languages such as English [7], Urdu, Hindi, etc., but 

very little work has been reported on the Sindhi parts 

of speech tagging. There is a lot of room available for 

research on the Sindhi parts of speech tagging by using 

different techniques. In the reported studies, 

researchers have used support vector machines for 

empirical and statistical studies on the Sindhi language 

[8] but no one has worked on POS tagging using long 

short-term memory (LSTM) and gated recurrent unit 

(GRU). This combination of techniques (LSTM and 

GRU) is not only the suitable algorithm in general for 

computers to learn natural language but also has 

proved to be effective for Sindhi POS taggers using 

word embedding.  

    Another problem for a computer is finding out or 

understanding the ambiguity [9] of natural language, 

which is a challenging problem in the case of Sindhi. 

Humans can easily understand natural languages, but, 

on the other hand, computers cannot understand the 

particular context of a word in any given sentence of 

any natural language. This is the reason why parts of 

speech tagging are used as linguistic features to help 

computers understand the context and ambiguity in 

natural languages. In this process, more and more 

tagged information is provided to the computers, and 

then using ML techniques, computers can learn and 

understand human natural language in a better way for 

different applications [10-11]. Generally, three 

approaches may be adopted for the POS tagging 

problem: the first rule-based approach [12], the second 

corpus-based approach [13], and the third hybrid 

approach [14–15, 33]. Rule-based POS tagging uses a 

set of manually developed dictionaries to tag words in 

given sentences. Developing rule-based POS tagging 

for the Sindhi language is very hard because the Sindhi 

language is morphologically vibrant. A POS tagger 

that learns from a corpus using a pre-annotated Sindhi 

language corpus is proposed to label or tag the 

unlabelled data accurately. 

2. Related Work 

In contrast with the literature related to POS tagging, 

a limited number of studies have been conducted on 

parts of speech tagging for the Sindhi language. This 

section contains details regarding previous research in 

which researchers have reported the use of different 

machine learning techniques for POS tagging. 

 

Fig. 1. Sindhi 52 Alphabets [3] 

A POS tagger for the Sindhi language was 

integrated into a Sindhi text processing system created 

by a team of researchers [16]. These researchers have 

also talked about how to explain various contexts and 

get rid of ambiguity that can arise in different portions 

of speech. Because of the word morphology, Sindhi 

POS tagging is more difficult; they have discussed 

several POS approaches. A corpus of 5,000 words was 

used for training and 2000 words for testing in the 

Sindhi language. Experts in the Sindhi language 

manually tagged these words. The authors [6] created 

an annotated corpus of the Sindhi language using both 

the Sindhi Parts of Speech tag sets and the Universal 

Parts of Speech tag set. Term frequency and inverse 

document frequency have been employed by these 

scholars. Furthermore, they developed a supervised 

machine learning model to grammatically evaluate the 

Sindhi annotated corpus. The model was trained on 

80% of the dataset and tested on the remaining 20%. 

For validation, they employed a 10-fold cross-

validation technique. The SVM Non-Linear model 

achieved an accuracy of 89.16% using Universal Part-

of-Speech (UPOS) tags and 89.1% using Sindhi Part-

of-Speech (SPOS) tags. In contrast, the Random 

Forest method attained significantly higher accuracies 

of 99.57% with UPOS and 99.89% with SPOS. 
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    In another research, the authors reported the rule-

based approach for semantic Sindhi parts of speech 

tagging [2]. This approach relies on a WordNet lexical 

database to identify the relationships between words 

in a particular text. Moreover, these researchers 

described the Sindhi POS tag set and also worked on 

word-sense disambiguation algorithms that were 

developed and designed for POS tagging. In their 

research, they have used two types of lexicons: one for 

simple words and the other for disambiguated words. 

The corpus is collected from the Sindhi Dictionary, 

and the developed model was tested on the Sindhi 

word lexicon (SWL) [31] that was developed by these 

researchers and the WordNet lexicon (WNL) [2]. The 

SWL contains ‘26366’ tagged words. The WNL 

lexicon contains 1885 analogical words. The accuracy 

of 96.28% was achieved without the use of WordNet. 

Similarly, with the WordNet approach, the accuracy 

increased to 97.14%. The author also observed that 

when poetry and future words were used, accuracy 

became low.  

    Another reputable work on Sindhi POS tagging was 

conducted using a machine learning approach [17]. 

The authors used a machine learning approach named 

Support Vector Machine (SVM) to tag the sentence 

with Sindhi POS tags. These researchers collected a 

corpus of a corpus of 28000 words from different 

internet resources (poetry, primary school textbooks, 

newspapers, and stories), and they used 67 tags. The 

authors reported a good accuracy of 97.86% as 

compared to their previous work [18]. Another 

development in the same research domain was 

presented by [19]. The author applied Sindhi Unicode-

8-based data, which is a multiclass and multi-featured 

dataset. This dataset shows information on the 

grammatical and morphological structure of Sindhi 

language text. According to the author, this data will 

be useful for information retrieval, semantic analysis, 

and sentiment analysis of the Sindhi language. The 

Sindhi corpus is processed for annotation and 

sentiment analysis in the author's tool for the Sindhi 

NLP application (https://sindhinlp.com). The Sindhi 

corpus was processed to perform sentiment analysis 

and annotation in the Sindhi NLP tool separately. The 

unigram model is used to calculate the probability of 

every lexicon that is present in the Sindhi corpus. The 

Farther dataset is processed for normalization and 

statistical analysis. The same researcher pointed out 

the problem in the development of Sindhi text corpora 

due to the lack of resources for computational data [6]. 

The author first collected data from different online 

resources, such as books, newspapers, magazines, 

blogs, and other online websites. All these resources 

were utilized to build a Sindhi text corpus. Then the 

authors adopted Document-Term Matrix DTM and 

TF-IDF techniques and applied them to the analysis 

performed using the n-gram model. These researchers 

used a supervised model to formulate it by using 

SVMs and KNN techniques to perform analysis on the 

Sindhi sentiment analysis corpus dataset. Precision, 

recall, and f-score show better performance. Cross-

validation techniques are used with 10 folds to validate 

and evaluate data sets randomly for supervised 

machine learning analysis. In Sindhi NLP, another 

study has been carried out to summarise the existing 

work on Sindhi Language Processing (SLP) and 

highlight the importance of the Sindhi language [20]. 

This study emphasized the challenges of the Sindhi 

language in terms of its computational processing, 

morphological characteristics, and structure. The 

research was useful to explore potential NLP 

applications in the Sindhi language. This paper will be 

helpful for the researchers to find all the information 

regarding SLP in one place in a unique way. As a 

result, important applications include part-of-speech 

(POS) taggers, spell checkers, diacritic restoration 

systems, Text-to-Speech (TTS) synthesis systems, 

Optical Character Recognition (OCR), and Machine 

Translation (MT) systems. The corpus of the language 

is necessary for the development of the linguistic 

applications of either Sindhi or another human 

language, for instance, parts of speech tagging [21]. 

According to the research study of Sindhi text [22], 

the author gives a concept of a model for segmenting 

Sindhi text into a word tokenization. The author 

downloaded the Sindhi corpus from different internet 

resources. The main task for the author is to segment 

the Sindhi words into word tokens. He faced difficulty 

in finding the correct word segmentation. To solve this 

problem, the author used three different layers. The 

model consists of three layers: Layer One is used to 

input the text and segment the words using white 

space; simple and compound words are segmented in 

Layer Two; and complex words are segmented in 

Layer Three. It achieved an accuracy of 91.76%. The 

tokenizer is tested on 2792 Sindhi words. 

In contrast with the research work done for the 

Sindhi language, the presented research focuses on the 

enhancement of the existing corpus (that includes 

‘10584’ distinct words) and the POS tagging using 

deep learning approaches (LSTM and GRU) that have 

not been explored for the Sindhi language. 

3. Annotation and Collection of Corpus  

The corpus used in this research is a combination of 

the available Sindhi corpus tagged with Universal 

POS and Sindhi POS tag sets [18], along with 

enhancements from different resources. These 

resources include input from a domain expert, internet 
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resources, and handwritten text extraction from Sindhi 

history books. To develop the gold standard version of 

this enhanced corpus, researchers manually read 

Sindhi grammar and also learned it from primary 

teacher (teaching Sindhi) to annotate the POS tags 

without errors. Two domain experts from different 

levels (academic and native speakers) were involved 

in the annotation and validation process. After the 

validation by domain experts, the gold standard corpus 

was completed to be used in this research. The 

developed models in this research were used on both 

the original corpus [3] and the enhanced corpus for the 

analysis. The sample of the enhanced corpus that was 

designed is presented in Fig. 2. 

  

Fig. 2.  Sample of Sindhi Annotated Corpus 

The complete corpus was annotated according to 

the explained format and used a new line for the next 

sentence. The details of the annotated corpus are 

presented in Table 1. 

Table 1  

Details of corpus 

Details  Count  

Total number of words used in the corpus  17312  

Total number of sentences used in the corpus  1959  

Total number of distinct words used in the 

corpus   
10584  

Maximum sentence size of words in the corpus  35  

As it is clear that the Sindhi annotated corpus is 

essential for the Sindhi NLP application, it is 

important to develop the POS tagger as an important 

pre-processing resource for the Sindhi language [23]. 

The development of an annotated corpus was one of 

mentioning tags just after the token, separated by a 

comma. Based on the complete analysis of the Sindhi 

corpus, we were able to identify the number of tags for 

each Sindhi word. We have used Universal Parts of 

Speech (UPOS) tagging to tag our Sindhi corpus. It is 

important for the POS tagger and POS-tagged corpus 

of any language to define their tag set. Different types 

of tag sets are available for use in natural language 

processing, Universal POS is one of them, and our 

Sindhi annotated corpus is tagged with the UPOS tag 

set, which is very useful for annotating the Sindhi 

corpus. Table 2 shows the tag types and the count for 

this Sindhi corpus. 

Table 2  

Details of tags distribution in the corpus 

UPOS Tag  Tag Type Descriptions  Count  

NOUN  Nouns  2961  

PROPN  Proper Nouns  1875  

PRON  Pronouns  2919  

DET  Determiners  1502  

VERB  Verbs  3168  

AUX  Auxiliary verbs  787  

ADJ  Adjectives  927  

ADV  Adverbs  894  

ADP  Ad position  1220  

CONJ  Conjunctions  883  

NUM  Number   164  

X  Unknowns  16  

 Corpus linguistics is the analysis of naturally 

occurring languages based on computerised corpora. 

Usually, the analysis is performed with the help of a 

computer, i.e., with specialised software, and takes 

into account the frequency of the phenomena 

investigated. The Sindhi corpus used in this research 

was collected from different sources (like Sindhi 

books, poems, and stories) [24]. Data can be collected 

from different sources as well, like newspapers, blogs, 

and more [25]. This collection of data also had non-

Sindhi words that were manually removed. Manual 

pre-processing is time-consuming but effective in 

terms of validation by domain experts. However, 

verbal agreement on data has been reported by the 

domain experts; therefore, no validation scores can be 

calculated. Sample data that was collected and cleaned 

is presented in Fig. 3. 

Fig. 3. Sample Data After Removing Non-Sindhi Words 

4. Sindhi POS Tagging Using Deep Learning Model 

After applying LSTM and GRU techniques to find the 

accuracy of each part of speech, different accuracies 

have been observed, tabulated in Table 3. 

Table 3 

Accuracy of each POS tags 

POS GRU % LSTM % 

NOUN 83.6 89.2 

PROPN 71.0 83.9 

PRON 76.8 72.7 

DET 90.1 91.4 

VERB 85.3 88.0 
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AUX 68.2 72.4 

ADJ 83.8 84.3 

ADV 88.6 90.1 

ADP 60.3 67.8 

CONJ 61.6 69.2 

NUM 93.8 95.1 

4.1 Cleaning of Corpus 

As previously mentioned, non-Sindhi that were 

irrelevant were removed from the corpus by domain 

experts. Additionally, misspelt Sindhi words were 

manually corrected with the assistance of domain 

experts. These experts, including an academic 

(primary school teacher) and a native speaker, 

thoroughly validated the data, ensuring the removal of 

unnecessary words from the corpus, which comprised 

17,312 words and 1,959 sentences. We undertook 

several steps to clean the corpus and eliminate data 

that was unsuitable for the application of the deep 

learning model. The cleaning steps are as follows: 

- Removing Punctuation: The corpus contained 

numerous punctuation marks, which were 

unnecessary for this research. We used a 

simple function from NLTK to remove these 

punctuations from the Sindhi corpus. 

- Removing Stop Words: After removing 

punctuation, stop words were eliminated to 

further cleanse the corpus of irrelevant 

information. Stop words do not aid in 

identifying particular POS tags. To remove 

these stop words from our Sindhi dataset, we 

created a specialized function. 

4.2 Tokenization 

Tokenization is the process of breaking the text into 

small chunks or words. Tokenization breaks the raw 

text into words, sentences called tokens. These tokens 

help in understanding the context or developing the 

model for the NLP. For tokenization, NLTK, Genism, 

and Keras libraries were used in this research. The 

process of separating or segmenting this Sindhi input 

sequence of symbols into a particular token known as 

tokenization [22], is shown in Fig. 4. 

 

Fig. 4. Sindhi Word Tokenization 

After tokenization and sentence identification, 

corpus was divided into training and test data (as 

shown in Fi 5). It has been observed that the proposed 

model(s) using LSTM and GRU models have 

produced better performance which was not employed 

previously for Sindhi POS tagging. 

The parameters of the LSTM neural network used 

by the POS tagger for the accurate prediction using 

validation datasets. The LSTM neural network was 

suggested for clarification of series and textual data 

related problems [26]. We experimented on our Sindhi 

corpus with the LSTM model. LSTM uses a weighted 

sum of previous inputs at each neuron with a nonlinear 

unit.   

Fig. 5. The Architecture of Sindhi POS Tagger 

The LSTM model is divided into three layers. The 

embedded layer, or input layer, is the first layer of the 

model embedding layer that uses one hot vector to 

define the representation of several inputs with a 

particular size of input dimension. It was important to 

separate tagged words (tokens) from their tags for 

further processing. These tokens were stored in matrix 

form for both training and testing sentences. Here, the 

input dimension of the first embedding layer is the size 

of the word vocabulary, as shown in Fig. 6. Moreover, 

parts of speech (POS) tagging in the Sindhi language 

uses a one-hot vector that represents every word in the 

language based on its grammatical category. Here in 

Fig. 6, each unique part of speech is assigned an index, 

and the vector of length equal to the total number of 

unique POS tags in the Sindhi language is used. A 

word's vector will be zero at all other indices and one 

at the index where its POS tag is found. This method 

allows models to interpret and learn from POS-tagged 

Sindhi text by converting category data into a 

numerical representation appropriate for 

computational techniques. 

 

Fig. 6. Sample of One Hot Vector Input Dimension 

The second layer of LSTM is to remember the 

information for a long time; this is its best feature for 
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NLP. This neural network is explicitly designed to 

circumvent the long-term dependency in natural 

language processing problems, where all the LSTM 

have a particular connection to the repeating module 

of the neural network. The repeating module or 

looping module of the LSTM network has four layers 

that interact in a particular manner. The output layer is 

the third layer, and this is a softmax layer. The 

dimension of the output layer is the count of tags or 

the number of tag types in the given Sindhi corpus. All 

the training weights use the Stochastic Gradient 

Descent algorithm [27] to maximize the Sindhi corpus 

training data. 

A gated recurrent unit (GRU) [28] works similarly 

to LSTM [29]. GRU has two gates or parameters one 

of them is the reset gate and another one is the update 

gate. The update gate is the same as LSTM’s forget 

and input gate. The main purpose of the update gate is 

to identify which information is to be discarded and 

which information is to be retained and added. At the 

same time, the reset gate is used to work on past 

information, it determines how much past information 

is to be discarded and how much is to be retained. We 

have used 79959 word vectors for our Sindhi 

annotated corpus with 300 dimensions. As per our 

literature review, no one has used the word vectors in 

Sindhi POS tagging. Our proposed work is a novel 

approach in Sindhi POS tagging using 300 

dimensions. Word vectors using 300 dimensions is 

shown in Fig. 7. 

Fig. 7. Tagged Sentence With 300 Dimensions Word 

Vectors 

5. Experiments and Results 

For our experiments, the corpus was divided into two 

sets: 80% (1,268 sentences) for training and 20% (192 

sentences) for testing, with words randomly selected 

from the corpus. Details of the corpus used in this 

research is provided in Table 4.  Moreover, two 

machine learning techniques: LSTM and GRU were 

utilized in the experiments. Both techniques are types 

of ‘Recurrent Neural Networks and are good for 

capturing long-term dependencies. In addition to this, 

both LSTM and GRU are best for sequential data as 

compared to SVM. However, another critical aspect is 

that the LSTM and GRU are working 3 gates and 2 

gates respectively, that require memory of previous 

states which gives better performance. These 

techniques have not been used by previous researchers 

for POS tagging of the Sindhi language.    

Table 4 

Corpus statistics 

Details Count 

Total 16312 

Total sentences 1459 

Total distinct words 10584 

Maximum sentence size 35 

Total training sentence 1268 

Total testing sentence 192 

Since accuracy represents the percentage of 

successfully tagged words, it is a justified and relevant 

metric for POS tagging since it gives a clear and 

understandable indication of model performance. The 

impressive validation accuracies are particularly 

attributed to the representational power of LSTM [30] 

tabulated in Table 5. Both models were tested over 

various epochs (20, 40, 60, 80, and 100) using the 

Sindhi annotated corpus. It has also been observed that 

the LSTM model shows a steady increase in both 

training and validation accuracy as the number of 

epochs increases. This indicates that the model 

continues to learn and improve with more training 

time. On the other hand, GRU model also shows 

relative improvement with more epochs, but the gains 

in validation accuracy are slightly less pronounced 

compared to the LSTM model. 

Table 5  

Accuracies of models over various epochs 

Model Epochs Max. 

validation 

accuracy 

Max. 

training 

accuracy 

LSTM 20 75.63% 81.10% 

40 79.53% 87.06% 

60 79.49% 90.09% 

80 80.00% 92.88% 

100 80.96% 95.61% 

GRU 20 72.35% 80.09% 

40 76.17% 86.50% 

60 77.45% 90.77% 

80 79.76% 93.69% 

100 80.00% 94.50% 

Both models show significant increases in training 

accuracy with more epochs, but validation accuracy 

plateaus, suggesting overfitting. The LSTM model 

reaches 95.61% training accuracy, while the GRU 

model has 94.50% training accuracy and 80.00% 

validation accuracy, suggesting overfitting. 
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6. Conclusion and Future Work 

Part-of-speech (POS) tagging is a fundamental task in 

Natural Language Processing (NLP), crucial for 

developing various applications. For the Sindhi 

language, POS tagging serves as an essential pre-

processing step, labeling each word in the text with its 

appropriate grammatical tag. This research introduces 

a novel approach by employing deep learning 

techniques for POS tagging within the Sindhi corpus. 

Although deep learning methods have been used for 

POS tagging in various languages [31], this study 

specifically explores the efficacy of Long Short-Term 

Memory (LSTM) and Gated Recurrent Unit (GRU) 

models for tagging Sindhi text. 

In this comparative study, both LSTM and GRU 

models were evaluated using a manually developed 

and verified Sindhi gold standard corpus comprising 

17,312 words. The annotated corpus was divided into 

a training set (80%) and a validation set (20%) to 

assess model performance accurately. Contrary to 

some literature suggesting that GRU, being a 

simplified version of LSTM, might perform 

comparably, our experiments showed that LSTM 

outperformed GRU by approximately 5%. The results 

indicate that the LSTM model is better suited for 

handling the morphological richness and inherent 

ambiguity of the Sindhi language [24]. The three-gate 

mechanism of LSTM allows it to manage large 

datasets more effectively [32], leading to higher 

accuracy in POS tagging compared to the GRU model. 

Consequently, the deep learning approach leveraging 

LSTM has demonstrated superior performance, 

making it a robust choice for POS tagging in the 

Sindhi language. In summary, this study highlights the 

potential of LSTM in enhancing the accuracy of POS 

tagging for Sindhi, a language characterized by 

significant morphological complexity. These findings 

contribute valuable insights to the field of NLP, 

particularly for languages with similar linguistic 

challenges 
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