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ABSTRACT

This work focuses on proposing a new algorithm, referred as HMA (Hybrid Metaheuristic Algorithm)

for the solution of the WTO (Wind Turbine Optimization) problem. It is well documented that turbines

located behind one another face a power loss due to the obstruction of the wind due to wake loss. It is

required to reduce this wake loss by the effective placement of turbines using a new HMA. This HMA is

derived from the two basic algorithms i.e. DEA (Differential Evolution Algorithm) and the FA (Firefly

Algorithm). The function of optimization is undertaken on the N.O. Jensen model. The blending of DEA

and FA into HMA are discussed and the new algorithm HMA is implemented maximize power and minimize

the cost in a WTO problem. The results by HMA have been compared with GA (Genetic Algorithm) used

in some previous studies. The successfully calculated total power produced and cost per unit turbine for

a wind farm by using HMA and its comparison with past approaches using single algorithms have shown

that there is a significant advantage of using the HMA as compared to the use of single algorithms. The

first time implementation of a new algorithm by blending two single algorithms is a significant step

towards learning the behavior of algorithms and their added advantages by using them together.
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the complex interactions of the turbines installed with respect

to the interaction of the wakes and the energy captured from

them [2].

Producing power from a limited space of (2x2 km area) is

the main concern of this work. In this study the wind

conditions are unchanged at 12 m/s from the eastern side

of the wind farm. The best or optimal condition is obtained

with the results showing the number of turbines and the

gathered power from those turbines with the efficiency of

the power output. Reference is made to the past

approaches that have used only one algorithm for

achieving the same purpose [2-3].

1. INTRODUCTION
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The topic of wind turbine micrositing has gathered

a lot of attention internationally due to the rapid

increase in the installation of wind power. It has

been discussed in earlier literature that the wind turbine

positioning can be improved by the use of the FA [1].

The goal of this work is to find a new method of solving

the WTO problem. This solution examines the feasibility

of using a multi-Algorithmic approach for the multi

objective optimization is achieved.

Wind turbine micrositing is a complex problem of optimization

because of the fact that it cannot be solved by exact methods.

The problem space is non-linear and totally dependent on
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The main objective of this work is to propose a HMA for

advancing the purpose of research in this field. This HMA is

the combination of a mainstream algorithm the DEA and

recent algorithm, namely the FA. Both algorithms are selected

on the basis of their relative strengths. The DEA is known

for escaping local optima and the FA is well known for its

fast processing and efficient operation.

The method of nesting two algorithms is well known in

literature and there are a number of publications available

[4-5]. Other implementation are of HMAs are such as a

combination of two or more algorithms to attain a common

objective are also discussed in [6-9]. During the

development of the metaheuristic algorithm the major

limitations of both the algorithms in use were mapped

and compared. The main objective was to get the maximum

power at the lowest cost.

This study focuses on the recent interest during the midst

of 2015 from the optimization community in the use of

HMAs for the solution of engineering problems. The WTO

problem has moved on to other avenues since then and

has become a multi-dimensional topic by the application

of the CFD (Computational Fluid Dynamics) approach

[10-12].

The program code for optimization is developed in Matlab

and run on a Core i3 computer with 8 GB RAM.

2. LITERATURE REVIEW

The area of wind farm optimization was pioneered by

several authors including Mosetti, Beyer, Barthelmieand

Grady [13-16]. In their approaches the solution space was

encoded into a square grid of 2x2 km to facilitate the search

string. They used the GA (Genetic Algorithm) primarily

for achieving this purpose. There was added interest by

the use of metaheuristic algorithms and the Jensen Model

as deployed by Wan et. al. [17] and Marmidis et. al. 18].

Other authors such as Acero and Kusiak  used other

metaheuristic techniques such as Virtual Gene Algorithm,

Markov Chain methods and Simulated Annealing [19-20].

Interestingly the work for WTO by using CFD domain

was initiated very early by Palma et. al. [21]. It was also

reported that the CFD is a more accurate method of micro-

siting during its infancy.

Then Wan et. al. [22] utilized the GA to arrive at systematic

results for the simulation of the wind farm. His work was

based on Grady et. al. [16] results.

This was followed by Emami and Nougreh [23] who

advanced the work by considering the three scenarios,

uniform and unidirectional wind, uniform and

multidirectional wind and non-uniform and

multidirectional wind. However his results were based on

less strenuous parameters.

Moreover, Rasuo and Bengin [24] presented his work

based on the GA. He was quick to note that the realistic

wake effects can only be mapped by the use of a viscous

flow model such as a CFD model. However, he realized

that the computational cost of using both CFD and GA

would be great.

The work of Lazarou et. al. [25] utilized the Powell’s

optimization method to reach similar results to the results

obtained by Mosetti et. al. [13], Grady et. al. [16] and

Marmidis et. al. [18].

Mora et. al. [26], used an evolutive algorithm and a global

wind farm cost model to evaluate the results of wind farm

optimization for three test cases.

Then Gonzalez et. al. [27] summed up the work done in

this field in a review paper. The results were compared

with Grady et. al. [16] and were an extension of the work

of Mosetti et. al. [13].

This present work has evolved from the work of Mittal

[3]. The work of Rajper [2] builds on the work of Mittal

[3]. Much work has been done in the field of metaheuristics

since the term was coined by Glover [28].

Other researchers contributed by adopting different

approaches. Karampelas et. al. [29], utilized the downhill

simplex optimization method to reach at the optimal

number of wind turbines and the least cost of installing

these turbines.
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Then, Villarreal and Espiritu [30], compared the results of

Mosetti et. al. [13] by using a viral based algorithm.

Addition to this field was made by Chowdhry et. al. [31]

who used a miniature wind farm in conjunction with the

PSO (Particle Swarm Optimization) Algorithm. A key aspect

of this study was that the use of different rotor sizes were

used in the same wind farm to obtain better simulation

results.

Particle flow simulation or the use of CFD was added to

this field by Song et. al. [32] who showed that the results

of CFD were better than widely used linear model given

by Jensen [33]. Again, Song et. al. [34], utilized the particle

flow simulation method in conjunction with Greedy

Algorithm.

Rahmani et. al. [35], compared his results with Mosetti et.

al. [13] and Marmidis et. al. [18] by utilizing the PSO

Algorithm.

Chen et. al. [36], used the Jensen model [33] in conjunction

with nested GA for the improvement of results in a wind

farm. He used two different heights for wind turbines in

his study.

Gaumond et. al. [37], investigated the three main wind

models while applied to an actual wind farm and

concluded that the wake models were under-predicting

the power produced.

A good formulation of the optimization problem has been

discussed in [9]. Moreover a wide number of applications

of hybrid algorithms have been illustrated in literature

these include [38-45].

Rao and Shyju [38], used a HMA known as the MSGNS

(Multiple-Start Guided Neighborhood Search Algorithm). This

algorithm was comprised of the two popular, Tabu Search and

Simulated Annealing algorithms. Rao and Shyju [38] proposed

a better solution to the laminate composite structures used in

Aerospace. The results demonstrated superiority over the use

of popular algorithms, when used alone, such as simulated

annealing and GAs.

Salcedo-Sanz et. al.  [39] used the HMA approach for the

solution of the task assignment problem in Heterogenous

Computing applications.

Shahsavari-Pour  and Ghasemishabankareh [40], solved

the FJSP (Flexible Job-Shop Scheduling Problem) by the

use of novel HMA- NHGASA. He utilized three objective

functions that minimized the total time of the operations,

minimized the load on the most used machine and

minimized the load on all the machines. His approach

produced better results than classical results reported in

literature.

Lozano and García-Martínez [41], proposed the

combination of two algorithms, the ILSA (Iterative Local

Search Algorithm) and an Evolutive Algorithm. These

algorithms were used to reach better values of the

parameters of intensification and diversification.

Leung et. al. [42], utilized the HMA for the solution of the

knapsack packing problem. He utilized the Simulated

Annealing and a greedy strategy for the solution of this

problem.

Poorzahedy and Rouhani [43], was able to use a HMA for

solving the network congestion problem by the use of

GA, Simulated Annealing and Tabu Search. The results

were better than the Ant Colony Optimization Algorithm.

Yi et. al. [44], proposed three HMAs for Engineering

design optimization. His results were better than the

Hybrid Differential Evolution Algorithms.

Fattahi et. al. [45], compared several Pareto based

inventory control models by the use of HMA in his work.

A recent publication Massan, et. al. [46] may also be

referenced for the application of the Differential Evolution

Algorithm in this domain.

There are two main papers that have discussed the use of

bi-algorithmic approach for wind farm optimization these

are [4-5]. In these papers Wan et. al.  [4-5] has proposed a

similar approach to our research. Wan has used PSO

algorithm along with Gaussian mutations (GPSO) to solve

the constrained optimization problem.
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Wan et. al. [5] has proposed that the global optimization

and local optimization is reached by the use of two

Gaussian mutation operators. The first Gaussian operator

finds the global best solution while the local operator

searches in the vicinity of the global best solution. In

such a scenario, the local optima is efficiently searched

by two levels of operation. It is widely known that GPSO

is efficient and robust for finding the global optima and

the simulation results show that there is a wide

improvement in using the two operators [4-5].

3. MATERIALS AND METHOD

3.1 Wind Farm Model

The wake model used shall be the Jensen model [33] as it

gives the two constraints of optimization i.e.

(1) The power generated in terms of the wind speed

(2) The cost model

The same assumptions are taken as in previous studies

[1-3],

Hub height = 60m

Rotor radius = 40m

Thrust coefficient = 0.88

Fig. 1 illustrates the model.

In such layouts, each grid point has its own wind speed

denoted by u
i
 when this wind speed interacts with a

wind turbine wake appears. This wake expands in alinear fashion behind the wind turbine in the winddirection. The wake expansion is given by the factor áthat is derived from the hub height z and the terrainroughness z
0
.

The computer program shall be run so that multiple wakes

are accounted for as well as the exact terrain roughness

of that point.

The listed variables were utilized in the Matlab program,

r
r
 = Turbine rotor radius which is the radius of the wake

X = The distance at which the wake is calculated

r
1
 = The radius of the wake at distance X

According to Betz’s theory [47] the wind speed after the

rotor is given by:

FIG. 1. THE WAKE MODEL SCHEMATIC
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Thus a value of U is obtained. Moreover, from [48] the

axial induction factor a is derived from the Thrust

Coefficient C
T
 as follows

C
T
 = 4a(1-a) (2)

We may now write r
1
 as related to r

r
 as:
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Where as, from [33] the calculation of the entertainmentconstant á is done for every grid point as follows:
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Where hub height z=60m and the value of the terrain of z
iat the grid point yields the á for that point [9] It may be

remarked  that the lesser the z
0
 the narrow the wake [9].

The equation for multiple wakes is denoted by:
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Where the available power can be calculated from

equation:

3ρAu
2

1
Power Available = (6)

With the addition of efficiency the equation becomes:

3ρAu
2

1ηPower Available = (7)

The power produced is reduced to

Power ProducedP(n) = 0.3 u3 Kilowatts (8)

The efficiency is given by the following equation:

( )3
i

tN

1-i

3
i

u0.3Nt

u0.3η  Available
×

 ×
= (9)

or

( )3
iu0.3Nt

Power
  Available Total

×
= (10)

Cost Model

The cost model is generic and is given in literature as

follows:

( ) 









+=

3

N1e

3

2
NnCCost t

-0.00174

t (11)

Where N
t
 is the  number of turbines [5].

3.2 The Optimization Problem

It is known that, a population of solutions to the

optimization problem can be generated with k

population:

Solution = [x
1
, x

2
, x

3
,…, x

n
,…, x

k
]

The bi-objective (cost and power) fitness values for the

optimization problem at any instant, can be written as:

( )
( )




nPMin 

nPMax 
(12)

Where P(n) and C(n) are values of power and cost of the

wind farm at a certain instant in the iterative process.
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Where,

Power Produced, P(n) is taken from Equation (8) and the

Cost, C(n) from Equation (11). The optimization problem

Equation (12) is subject to the constraints that:

( ) ( )








−−≤

≤≤
≤≤

22
12

2
2

i

i

Dy-y1x-x 20

L  y0

 W x0

(13)

Where, L is the length and W is the width of the wind

farm and D is the minimum distance between two adjacent

wind turbines.

3.3 The Differential Evolution Algorithm

The DEA is an Evolutionary Algorithm that is related to

Stochastic Search Algorithms. This algorithm searches a

known domain for a global maxima or a minima. It is similar

to GA, PSO Algorithm and the Evolutionary Strategy

Algorithm as well as Evolutionary Programming

Algorithms [49-50].

The DEA is similar to the GAs as it utilizes the main

processes of selection-evaluation-recombination. This

algorithm is outstanding as it adds a new dimension by

looking for unique solutions by the process of

recombination [51]. The process of recombination is

facilitated by the addition of new species that are a result

of a weighted difference of two old members that are

recombined with the third member [50].

However, it has been found from the algorithm

implementation that it is computationally expensive and

nimble fine tuning of the parameters is required for better

implementation [51].

3.4 The Firefly Algorithm

This algorithm is good at evaluating a cost or objective

function under many constraints and the problem can

either be  linear or non-linear [27-28]. It functions in the

stochastic domain which means that several solutions to

the same problem may exist. However, if we sufficiently

increase the number of iterations the problem may

succumb to a single global solution set (Global minima or

global maxima).

The basic working of the algorithm is very simple to

understand. It mimics the mating behavior of Fireflies with

the given sets of assumptions [27-28].

(1) All fireflies are equally attracted to each other

which means there is a single gender.

(2) Brighter fireflies are more attractive. In this case

the permeability of the medium may be altered to

configure the algorithm properly. In the case of a

tie i.e. if two fireflies have the same brightness

then they shall move independently.

(3) The objective/cost function determines how

bright a firefly is, therefore, in other words the

main function of the algorithm is served here.

This algorithm investigates the complex nature of the

interaction of the brightness as compared to the

attractiveness between the individual fireflies. The

objective function shows the strength of the wind which

is useful for calculating the cost as well as the

attractiveness of the fireflies. The objective function is

responsible for determining the distance between

adjoining fireflies [27].

The FA is more suitable for due to its simplicity and simple

coding. It is useful for optimization problems as it mimics

the intensity of the brightness that results in maximization

of the objective function [1,46-48].

Firefly Algorithm (Mathematical Model)

The inverse square law gives the light intensity:

I = I
0
 e-γr (14)

Giventhat:

I(r) is light intensity,ris Distance, I
0 

is Original light

intensity,andγis Light absorption coefficient.
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The objective function can be interchangeably used to

denote the intensity of light of a firefly and attractiveness

of one firefly to another. Both these terms are

interchangeable and are dependent on the objective

function [27-28]. In view of the above, if we replace the

attractiveness with its proportional counterpart; intensity

then

β = β
0
 e-γr2 (15)

The equation may be modified, as in [53],to read as

follows:

β(r) = β
0
 e-γrm (m > 1) (16)

Moreover, the Cartesian distance existing between two

fireflies i and j at x
i
 and at x

j
 is governed by the following

equation, as in [52,55-56].

( ) −=−=
=

d

1k

2
kj,ki,jiij xxxxr (17)

The term, x
ik
 defines the kth value of the x

i
 of the ith firefly.

The attractiveness of the ith and the jth fireflies results in

the movement that is governed by the following equation:

X
i
 = X

i
 + β0 e-γr2 (X

i
 – X

i
) + α ε

j
(18)

In the above equation x
i
 and xj are just positions the second

term is the attraction between the two and the last term

gives the randomness factor in the above guess.

3.5 Meta-Heuristic Algorithm
Implementation Methodology

The MHA has the intelligence to explore the search space

effectively and not miss any points of the local optima.

At the global scale it is ingenious at escaping the local

minima and astute enough to intensify the density of the

turbines at high wind areas [57].

The proposed bi-algorithmic approach uses the two

mainstream algorithms namely

(1) The Differential Evolution Algorithm

(2) The Firefly Algorithm

The working of the solution is discussed briefly as follows:

A map of the region is taken and divided into (100x100)

grid points. However, the DEA is allowed to work in a

solution space of only (99.5x99.5) grid points. This is

because the FA is allowed to function in (0.5x0.5) grid

points. The resultant map can be used to identify the

boundary and non-boundary regions of the solution

set.

Then the HMA is run on the solution space in which the

DEA is executed first to find the global optimization on n2

area. In our present calculations a base/model area of

(99.5x99.5) grid spaces in a 9900.25 km2 area. The remaining

space of 0.5x0.5 grid spaces is covered by the FA.

The HMAs does the initial calculations on the basis of

the DEA and then does the Local Optimization

automatically by the application of FA for each turbine

position to find the best solution.

Thus, with the application of the two algorithms the global

best solution can be enhanced by any scalar amount to

become the global as well as local best position. Therefore,

both algorithms working together in tandem can yield a

better solution set in a piecewise manner.

The parameters of concern in the DEA are population

size which is taken as 500 and the maximum time for the

iteration which is taken as 900 seconds. Whereas the

parameters of concern in the FA are taken as number of

fireflies were taken as 20, Number of iterations were 100,

Alpha was 0.5, Beta
min

 was 0.2 and Gamma was 1.

4. RESULTS AND DISCUSSION

Fig. 2 gives a comparison of the power produced by the

HMA as compared to the GA [2].

After the simulation was run it was noticed that the results

of HMA were better for higher number of turbines as

compared to the GA. Only for 10, 16, 17, 18 and 19 turbines

the results of GA [2] were better.

It was seen that HMA reported the same results for

Power till the 9th turbine was installed. At the installation

of the 10th turbine the HMA reported a value of 5183.99
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kW for power whereas the GA [2] reported a value of

5184.00 kW.

It was also noticed that the Power obtained by using the

HMA is measurably higher per unit turbine installed after

the installation of the twentieth turbine.

The power difference is evident when the 20thturbine is

installed where by HMA we got a resultant power of

10,361.76 kW but with GA a lower value of 10,351.68 kW

is obtained. This trend continues till the installation of

the 100th turbine where the HMA reports a higher amount

of power produced of 50,846.92 as compared to the GA at

48,452.26 kW.

Fig. 3 discussed below compares the dimensionless cost

by the use of the HMA as compared to the standard GA

as used by [2].

The total cost per unit turbine for the HMA is better as

compared to the GA [2]. The only exception to the

supremacy of the HMA is for turbine numbers 16, 17, 18

and 19 where the GA [2] reports better results.

At the installation of the 16th turbine the GA [2] reports a

result of 0.0016979 and the HMA lags slightly behind at

0.001698. This trend continues till the installation of the

19thturbine where the GA [2] reports a result of 0.0016291

and the HMA lags behind at 0.0016298.

FIG. 2. COMPARISON OF POWER BY HMA AND GA

FIG. 3. COMPARISON OF COST BY HMA AND GA
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However, the supremacy of the HMA is established at

the installation of the 20th turbine and continues till the

installation of the 100th turbine.

At the installation of the 20th turbine the HMA takes the

lead and posts results of cost at 0.0016075 whereas the

GA lags at a cost of 0.0016091. Thus, the HMA is keeps

its supremacy till the time the 100th turbine is installed

with a result of cost valued at 0.0013111 and the GA lags

with a result of 0.0013759.

The lowest cost is reported by GA [2] at a total of 54th

turbines at a value of 0.0013292. However, using HMA it

is the lowest cost is reported when 60th turbines are

installed at a value of 0.0012941.

In Table 1, it is clearly evident that a higher amount of

peak power is produced with a higher number of turbines

at a considerably lower cost as compared to the GA [2].

In Table 2, It is evident that the highest amount of power

is produced by HMA as compared to GA [2] and Mosetti

et. al.  [13].

Similarly in Table 3, when we compare the results obtained

by Grady et. al.  [16], Rajper and Amin by using GA [2]

and by HMA it is evident that the latter is the best

algorithm for evaluation of the objective function.

In Table 4, the results of Marmidis et. l. [18], GA [2] and

the HMA clearly suggest that, from these three

techniques, HMA is the better technique for Wind

Turbine Micrositing.

Finally, in Table 5, the results of Mittal [3], Rajper and

Amin  (GA) [2] and HMA can be compared and it is evident

that HMA is the better technique.

The results tabulated in Table 6 shows the results for

turbine numbers 1-100 as obtained by the application of

the HMA. It is evident that the HMA is better than the

GA technique [2].

It was demonstrated that the optimal number of turbines

that can be installed by using the HMA is 68 on a square

grid of 2x2 km area.
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]3

AGgnisuyB
]2[

gnisuyB
AMH

senibruTforebmuN 44 44
44

decudorprewoPkaeP 00.639,12 87.603,22
41.837,22

noitcnufevitcejbO
eulav

)AMHroAGgnisU(
2063100.0 324100.0 3213100.0

ycneiciffE %1.69 %97.79 %96.99

TABLE 4. MARMIDIS, ET, AL. [18] , GA [2] AND HMA

TABLE 5. MITTAL, ET. AL. [3] GA [2] AND HMA
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.oN AGybrewoP AMHybrewoP AGybtsoC AMHybtsoC AMHybycneiciffE

.1 4.815 4.815 9729100.0 9729100.0 1

.2 08.630,1 08.630,1 6429100.0 6429100.0 1

.3 02.555,1 02.555,1 919100.0 919100.0 1

.4 06.370,2 06.370,2 4119100.0 4119100.0 1

.5 00.295,2 00.295,2 6109100.0 6109100.0 1

.6 04.011,3 04.011,3 98100.0 98100.0 1

.7 08.826,3 08.826,3 5678100.0 5678100.0 1

.8 02.741,4 02.741,4 3168100.0 3168100.0 1

.9 06.566,4 06.566,4 5448100.0 5448100.0 1

.01 00.481,5 99.381,5 3628100.0 3628100.0 1

.11 04.207,5 04.207,5 9608100.0 9608100.0 1

.21 08.022,6 08.022,6 5687100.0 5687100.0 1

.31 02.937,6 02.937,6 2567100.0 2567100.0 1

.41 06.752,7 06.752,7 2347100.0 2347100.0 1

.51 00.677,7 00.677,7 7027100.0 7027100.0 1

.61 04.492,8 47.392,8 9796100.0 896100.0 9999.0

.71 08.218,8 28.118,8 9476100.0 1576100.0 9999.0

.81 02.133,9 51.823,9 9156100.0 5256100.0 6999.0

.91 06.948,9 33.548,9 1926100.0 8926100.0 6999.0

.02 86.153,01 67.163,01 1906100.0 5706100.0 4999.0

.12 67.358,01 47.978,01 3985100.0 5585100.0 4999.0

.22 48.553,11 41.793,11 7965100.0 1465100.0 3999.0

.32 29.758,11 37.419,11 6055100.0 2345100.0 3999.0

.42 00.063,21 82.134,21 1235100.0 3325100.0 2999.0

.52 80.268,21 12.749,21 2415100.0 2405100.0 999.0

.62 61.463,31 11.954,31 794100.0 5684100.0 6899.0

.72 42.668,31 84.289,31 7084100.0 4864100.0 999.0

.82 23.863,41 16.105,41 2564100.0 7154100.0 1999.0

.92 14.078,41 76.310,51 6054100.0 7634100.0 7899.0

.03 94.273,51 60.825,51 9634100.0 5224100.0 5899.0

.13 75.478,51 08.930,61 1424100.0 5904100.0 1899.0

.23 56.673,61 95.175,61 3214100.0 7593100.0 999.0

.33 37.878,61 17.960,71 4104100.0 7583100.0 8799.0

.43 18.083,71 19.085,71 4193100.0 9473100.0 9799.0

.53 98.288,71 28.401,81 2283100.0 3563100.0 8799.0

.63 79.483,81 82.126,81 9373100.0 4653100.0 8799.0

.73 50.788,81 97.831,91 3663100.0 3843100.0 8799.0

.83 31.983,91 42.756,91 5953100.0 143100.0 9799.0

.93 04.578,91 46.251,02 5453100.0 9533100.0 8699.0

.04 86.163,02 95.766,02 1053100.0 1033100.0 7699.0

.14 59.748,02 97.281,12 3643100.0 523100.0 6699.0

.24 32.433,12 72.196,12 9243100.0 8023100.0 3699.0

.34 05.028,12 76.512,22 1043100.0 2613100.0 6699.0

.44 87.603,22 41.837,22 6733100.0 3213100.0 9699.0

.54 50.397,22 29.222,32 6533100.0 9013100.0 5599.0

.64 33.972,32 69.977,32 9333100.0 8503100.0 2799.0

.74 06.567,32 82.082,42 5233100.0 3403100.0 5699.0

.84 78.152,42 69.108,42 5133100.0 9103100.0 7699.0

.94 51.837,42 94.462,52 6033100.0 9203100.0 6499.0

.05 24.422,52 04.887,52 33100.0 9003100.0 9499.0

TABLE 6. SHOWS THE COMPARISON OF THE HMA AND THE GA WITH RESPECT TO THE TOTAL POWER GENERATED
AND THE COST PER UNIT POWER
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.oN AGybrewoP AMHybrewoP AGybtsoC AMHybtsoC AMHybycneiciffE

.15 07.017,52 51.872,62 6923100.0 9003100.0 9399.0

.25 79.691,62 81.697,62 3923100.0 6992100.0 499.0

.35 52.386,62 99.363,72 2923100.0 1692100.0 699.0

.45 25.961,72 81.718,72 2923100.0 2892100.0 7399.0

.55 08.556,72 85.933,82 3923100.0 2792100.0 499.0

.65 70.241,82 25.058,82 4923100.0 8692100.0 8399.0

.75 43.826,82 11.404,92 7923100.0 6492100.0 1599.0

.85 13.990,92 63.518,92 7033100.0 7892100.0 6199.0

.95 82.075,92 05.414,03 7133100.0 8492100.0 4499.0

.06 42.140,03 87.939,03 8233100.0 1492100.0 7499.0

.16 12.215,03 17.904,13 8333100.0 7592100.0 3399.0

.26 71.389,03 96.159,13 9433100.0 4492100.0 1499.0

.36 41.454,13 81.593,23 9533100.0 1792100.0 9199.0

.46 11.529,13 93.658,23 733100.0 1992100.0 3099.0

.56 70.693,23 54.214,33 833100.0 3792100.0 6199.0

.66 40.768,23 43.839,33 1933100.0 8692100.0 9199.0

.76 00.833,33 55.044,43 1043100.0 2792100.0 6199.0

.86 79.808,33 76.019,43 1143100.0 8892100.0 3099.0

.96 49.972,43 23.574,53 1243100.0 8692100.0 8199.0

.07 09.057,43 46.330,63 343100.0 2592100.0 399.0

.17 78.122,53 20.084,63 443100.0 6792100.0 1199.0

.27 38.296,53 58.249,63 9443100.0 4992100.0 8989.0

.27 38.296,53 58.249,63 9443100.0 4992100.0 8989.0

.37 08.361,63 44.844,73 8543100.0 6992100.0 6989.0

.47 67.436,63 19.239,73 7643100.0 6003100.0 8889.0

.57 37.501,73 15.495,83 5743100.0 6592100.0 7299.0

.67 07.675,73 46.199,83 4843100.0 5992100.0 7989.0

.77 48.230,83 45.624,93 7943100.0 203100.0 7789.0

.87 89.884,83 44.769,93 1153100.0 1103100.0 4889.0

.97 21.549,83 31.085,04 3253100.0 9792100.0 9099.0

.08 62.104,93 42.140,14 6353100.0 5992100.0 6989.0

.18 04.758,93 07.454,14 8453100.0 6203100.0 2789.0

.28 45.313,04 91.500,24 653100.0 4103100.0 2889.0

.38 86.967,04 11.544,24 2753100.0 6303100.0 5689.0

.48 28.522,14 35.849,24 4853100.0 9303100.0 3689.0

.58 69.186,14 03.433,34 5953100.0 7703100.0 4389.0

.68 01.831,24 42.399,34 6063100.0 2303100.0 8689.0

.78 42.495,24 67.655,44 7163100.0 7103100.0 9789.0

.88 83.050,34 67.927,44 7263100.0 6113100.0 5089.0

.98 15.605,34 66.576,54 8363100.0 992100.0 9989.0

.09 56.269,34 66.576,54 8463100.0 2892100.0 6099.0

.19 97.814,44 32.795,64 8563100.0 9103100.0 8789.0

.29 39.478,44 77.690,74 8663100.0 3203100.0 5789.0

.39 70.133,54 73.505,74 7763100.0 1503100.0 4589.0

.49 12.787,54 15.599,74 7863100.0 6503100.0 9489.0

.59 53.342,64 17.293,84 6963100.0 7803100.0 6289.0

.69 41.586,64 67.577,84 9073100.0 1213100.0 1089.0

.79 29.621,74 81.880,94 2273100.0 4713100.0 2679.0

.89 07.865,74 45.889,94 5373100.0 703100.0 489.0

.99 84.010,84 08.892,05 7473100.0 2213100.0 1089.0

.001 62.254,84 29.648,05 9573100.0 1113100.0 8089.0
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4. CONCLUSIONS

The algorithm implementation shows the comparison with

the use of a single algorithm i.e. the GA and it shows that

the HMA performs better.

This implementation is a significant step in towards

learning the behavior of algorithms and their added

advantages by using them together.

The main contribution of this work is that, the FA and the

DEA have been used for the first time in tandem. This

adds to a significant contribution by implementation of

the both algorithms and the addition of complexity to the

WTO problem.

This study has successfully calculated the total energy

produced by a wind farm by using a HMA and compared

it with the past approaches of using single algorithms. It

is shown that there is a significant advantage of using

the HMA as compared to the use of single algorithms.
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