
 
© Mehran University of Engineering and Technology 2022     185 

 

Mehran University Research Journal of Engineering and Technology 

https://doi.org/10.22581/muet1982.2202.18 

  2022, 41(2) 185-196 

 

A rule-based machine learning model for career selection through MBTI 

personality 

Noureen Fatima *, Sana Gul, Javed Ahmed, Zahid Hussain Khand, Ghulam Mujtaba 

Center of Excellence for Robotics, Artificial Intelligence & Blockchain, Department of Computer Science, Sukkur IBA University 

Pakistan 

* Corresponding author: Noureen Fatima, Email: noureen.mscss19@iba-suk.edu.pk 

 

Received: 03 November 2020, Accepted: 05 May 2021, Published: 01 April 2022 

K E Y W O R D S  A B S T R A C T  

Machine Learning 

NLP 

Personality Type 

MBTI Trait 

SMOTE 

 Career selection is one of the most important decisions in everyone's life. Being 

a student it's quite difficult to find the right career as the world is moving so fast 

and the competition level is too high so it is tough to choose the right job for 

anyone. According to the Council of Scientific and Industrial Research (CSIR) 

survey report, 40% of students are a bit confused about their career options. The 

productivity of human resources may reduce if someone chooses the wrong 

career. Therefore, we need an intelligent system that chooses your career based 

on a person's personality type. This study creates a personality profile of the 

person and suggests their best careers list according to their personality type after 

analysing the text written by the user such as a blog post, essay, or tweet. The 

main purpose of this project is to work on the text classification method, pre-

processing of that dataset and convert it into main features and then train the 

model on a best-performed classification model. After applying various feature 

vector combinations and machine learning models that are detailed in this work, 

accuracies up to 93% were achieved. 

1. Introduction 

Career selection is one of the major decisions which 

people make for a better living. There are very few lucky 

people who choose the right career which satisfies them. 

In most cases, people end up choosing a career that is 

poles apart from their personality, generally because of 

the job security and monetary benefits. This career 

selection may provide them happiness at the start but 

may lead to less productivity, work stress, manual error, 

and shifting of job [1]. Therefore, choosing a career that 

is suitable for a candidate will solve the above-

mentioned problem. There are several models available 

that identify the person's personality based on the 

available text data. The Myers–Briggs Type Indicator 

(MBTI) is considered the most reliable and popular 

method that assists the counsellors to choose the best 

career for the candidate [2]. 

MBTI is a theory that aims to highlight the difference 

between individual perceptions of the world using four 

classes. These four classes further create the 

combination of 16 personality types that are detailed in 

section 1.2. The four MBTI classes are as follows.  

1. Introversion vs. Extraversion: This class shows 

whether a person is talkative or reserved. Introvert 

people are reserved while extrovert people are talkative.  

https://doi.org/10.22581/muet1982.2201.01
mailto:noureen.mscss19@iba-suk.edu.pk


 
© Mehran University of Engineering and Technology 2022     186 

 

2. Sensing vs. Intuition: This class shows the person's 

perception of the information. Someone who is good at 

sensing lives in today and enjoys the facts while the 

intuitive person tries to find the deeper meaning of the 

information. 

3. Thinking vs. Feeling: This class shows the ability 

of the person for decision-making. The person can either 

be subjective or objective in making the decision. 

4. Judging vs. Perceiving: This class reflects the 

person's attitude towards the world. People with judging 

preferences want everything perfect, neat, and ordered. 

While people with perceiving preference want things to 

be flexible and spontaneous [3]. 

Personality plays a very important role in life, 

especially in recruitment, team selection, educational 

field selection, and career selection. The productivity of 

the work can be improved by choosing the best person 

for the particular work [4]. As discussed above the 

person's personality can be identified by classifying the 

perception of the world through MBTI classes. There are 

16 personality types shown in figure 1 that result from 

the interactions among the preferences of an individual. 

As a result, MBTI is used to indicate a person's 

personality type in real life for different purposes such 

as career selection and recruitment. 

Natural language processing (NLP) is defined as the 

computerized approach, based on different models and 

theories to understand and analyse the human language 

[5]. There are various levels used in NLP to create 

emotional and semantic representations of the text, 

which are then conceded into the training modules. 

These levels are; (1) phonology, (2) morphology, (3) 

lexical, (4) syntactic, (5) semantic, (6) discourse, and (7) 

pragmatic [6]. 

The interpretation of speech sounds within and across 

words is dealt with by phonology level. Identification 

and analysis of the structure of the words are dealt with 

by morphology level. Identification of the word's 

position in a sentence, their meaning, and their relation 

to other words in that sentence are identified by lexical 

level. The syntactic level is used to analyse the words of 

a sentence to discover the grammatical structure of the 

sentence. Semantic analysis level is used to find 

interactions among word-level meanings in a sentence 

and the way that lexical meaning is combined 

morphologically and syntactically to form the meaning 

of the statement. The connections between sentences in 

a text and the properties of the whole statement in 

conveying meaning are dealt with by discourse level. 

Finally, the use of language in context, deriving the 

purposeful use of the language in different situations is 

determined by pragmatic level [5]. 

After analysing these levels, it was concluded that 

NLP should be used for automating the career prediction 

based on the personality of the person using the MBTI 

personality indicator.  Researchers have proved the 

correlation between a person’s personality and 

language. For Example, extroverts use more social and 

positive emotional words as compared to introverts [7]. 

Similarly, the people who use articles ('a', 'an' and the) 

are highly intellectual, assured, and open to experience 

[1]. Advances in machine learning have created several 

models using closed and open vocabulary language 

approaches to generate information from the language 

content available on blogs, microblogs (Twitter, Sina 

Weibo) [1], essays, and social media posts [8]. However, 

these proposed methods do not provide the comparative 

analysis of different text classification models and the 

accuracy of the models is less than the proposed method 

of this study. Furthermore, the existing work is 

contributing to prediction of the personality only. 

Thus, to overcome the limitations of discussed 

studies, this study proposed an accurate rule-based 

model for career selection by detecting your MBTI 

Personality. This proposed model will predict the 

personality type of the person and suggests their best 

careers list according to their personality type after 

analysing the text written by the user such as a blog post, 

essay, or tweet. To achieve good accuracy and good 

features for models five supervised machine learning 

algorithms i.e. Decision Tree (DT),  k-nearest 

neighbours (KNN), logistic regression (LR), Random 

Forest (RF), and  Support vector machine(SVM) have 

been used. For measuring the performance of each text 

classifier model, Macro accuracy, Macro Precision, 

Macro Recall, and Macro F-measure are used. The 

major contribution is given below. 

1. The proposed method will analyse the given social 

media posts or microblogs then it will create the 

personality profile of the person using the MBTI scale 

and finally suggest the best career according to the 

MBTI personality type. 

2. We tested different Machine learning classifiers 

(LR, RF, SVM, KNN, and DT) and feature selection 

algorithms (Chi-squired and PCA) to maximize the 

performance of our proposed model by giving the most 

significant features to the proposed model. The SMOTE 

(The synthetic minority over-sampling technique) is the 
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method through which an unbalanced problem can be 

resolved by making the classes balanced. Thereafter, we 

compare the performance of each Machine learning 

classifier with basic features, with SMOTE with feature 

engineering and without SMOTE. 

3. This study achieved an average accuracy of 93% 

by applying Natural Language Processing (NLP) 

techniques, feature engineering, and a machine learning 

classifier. Which is state of the art for predicting the 

career based on the analysis of the text. Surpassing 

previously reported highest average accuracy of 82%.  

The rest of the article is organized as follows. In 

Section 2 we have discussed the related work/literature 

review for predicting the personality by analysing the 

text and their performance. The detail of the proposed 

model is given in section 3. In Section 4 the detailed 

discussion and results are specified. Significance along 

with the conclusion is given in section 5. 

2. Related Work 

In the research area of Natural language processing and 

social science, there is significant growth for automating 

the personality type prediction based on user data 

available online especially the data of social media. This 

data is significantly important for analysing the 

personalities, behaviours, and preferences of people [9].  

Most of the studies have focused on the Big five 

model and MBTI, which are the two widely used models 

used for personality prediction. The big five models are 

mainly concerned with predicting big five traits i.e. 

extroversion, agreeableness, conscientiousness, 

neuroticism, and openness [10]. However, MBTI uses 

four classes discussed in section 1.1 for predicting 

personality types. According to the researchers, 

considering the reliability and validity MBTI has more 

applications in real life as compared to the Big five 

models. In the world's 500 super enterprises, such as 

IBM, Southwest Airlines, Disney, Pepsi, above 80% of 

the senior personnel managers are using MBTI [11]. 

Several studies deal with predicting career and 

personality based on social media data such as: In [12], 

the authors presented the personality prediction Model 

for career guidance by using Artificial Neural 

Networking. For data collection, the author used a web-

based questionnaire designed using Google forms which 

comprised 36 questions as described by MBTI 

categorization. Evaluation matrices like sensitivity, 

specificity, precision, and accuracy for all the MTBI 

categorizations were evaluated by the model which 

showed values above 92% in all the cases 

In [9], authors presented personality trait prediction 

for Facebook users using four machine learning models 

was investigated to examine the social network 

structures and linguistic features under personality 

interactions by use of personality project dataset. Results 

indicated that the XGBoost classifier outperformed the 

other three classifiers with 74.2% prediction accuracy. 

Another model was designed to predict the 

personality trait based on MBTI data. They had analysed 

which features are predictive of which personality traits, 

using MBTI personality type and gender. The model for 

all the MBTI categorizations and accuracy showed 

values were following; I/E = 72.5%, S/I = 77.5%, T/F = 

61.2%, J/P = 55.4% [13]. 

Personality can be understood as specific features of 

an individual which determine its preferences over 

things. The regression model was used to predict the 

personality types based on the MBTI dataset of Kaggle 

User's personality. 5-fold cross-validation was used to 

evaluate the classifiers and the overall accuracy of the 

model was 67% [3].  

In [14], the model has been trained through different 

machine learning algorithms. TFIDF, and TSVD used 

for converting text into vector foam on the MBTI 

Kaggle dataset. The model for all the MBTI 

categorizations and accuracy values were following; I/E 

= 82.1%, S/I = 82.2%, T/F = 84.2%, J/P = 79.6%. 

Exploring Twitter for open vocabulary personality 

prediction to analyse and compare three statistical 

models and find its correlation with personality traits 

and linguistic behaviour was presented. Naïve Bayes 

classifier outperformed the other statistical model with 

the highest accuracy of 80% for the I/E category and the 

rest for 60% for user classification [15].   

The abovementioned work has achieved immense 

success in personality prediction however, no one yet 

has worked on carrier selection through MBTI 

personality and to improve the performance of existing 

methods using the imbalanced MBTI dataset and our 

major contribution is to suggest careers after predicting 

personality type and increase the performance of the 

model. Our model achieved above 97% performance in 

most of the cases which is greater than the above-

mentioned studies. In addition, we applied the SMOTE 

method to deal with unbalanced class issues.  
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3. Methodology 

This section gives an overview of data collection and 

classification techniques used for developing a 

predictive model for career selection. 

3.1 Data Collection 

The dataset consists of tweets with one labelled 

personality type of 16 MBTI types as shown in Fig. 2. 

These labelled tags are combinations of four characters 

and every character represents the first letter of the 

MBTI class. For example, if the personality type is 

ENFJ, it represents that this person has extroverted, 

intuitive, feeling, and judging personality traits.  The 

dataset consists of 8675 rows. 

Table 1 

Detailed statistics of the dataset 

Total Per average 

50 Number of tweets per user averagely 

1311 

6567.25 

Number of words per user averagely 

Number of characters per user averagely 

4 Word length across the tweets per user 

The distribution of MBTI traits in each class is given 

in Figure 2, Figure 3, Figure 4, and Figure 5. As you can 

see the data was quite unbalanced, so we divide the 

dataset into four classes and each class contains two 

features as shown in Table 1 

3.2 Pre-Processing of Data 

To explore the personality traits from Twitter tweets' 

text by individuals, a lot of pre-processing techniques 

were used through NLP. Following are NLP techniques 

that we have applied to remove the useless features. We 

have removed the URL, Links, stop words. After 

removing the useless word, we used the porter stemming 

technique and tokenizes it for enhancing the 

classification performance. 

 

Fig. 1. Distribution of personality type per post 

After the division of the dataset into four classes due 

to unbalanced data. We get one partially balanced class 

and three unbalanced classes. As shown in Fig. 2. 

 

Fig. 2. Distribution of class A in a dataset 

3.3 Feature Engineering 

Feature engineering is the process of finding the best and 

most useful features that enhanced performance. Feature 

engineering is a fundamental task in text classification 

[16, 17-22] because the text contains a lot of features like 

words symbols and many others so is essential to find 

out which features of the text contribute more towards 

the improvement of the performance. Feature 

engineering consists of four steps; feature extraction, 

feature representation, feature selection, and feature 

reduction. 

 

Fig. 3. Distribution of Class B in the dataset 

3.3.1 Feature extraction 

In feature extraction, we extracted the useful features 

from Kaggle MBTI dataset posts columns. We have 

used a fully automated feature extraction approach 

where no Human Interaction of expertise is needed. The 

content-based features were extracted from the MBTI 

dataset. The features include (bag of words) and n-gram 

techniques. Unique words were extracted through BOW 

techniques, each word represented as an independent 
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and distinctive feature. We have used a unigram 

technique that is a set of co-occurrences of the word 

within the given MBTI dataset. 

 

Fig. 4. Distribution of Class C in a dataset 

3.3.2 Feature representation 

Feature representation is converting the text values into 

numeric values for each feature extracted to learn the 

classification rule [23]. TFiDF (Term frequency-inverse 

document frequency) is used for the representation of 

the Personality type's features. TF (Term frequency) will 

show the occurrence of every single word in a particular 

document. IDF (Inverse of document Frequency) will 

show the occurrence of documents contained in a 

particular word. Machines are similar to logistic 

regression but when data is not linearly separable it is 

very useful. SVM works best for text mining or text 

classification. For predicting the MBTI trait, we have 

taken the advantage of the SVM classifier and applied it 

in our model. 

 

Fig. 5. Distribution of Class D in a dataset 

3.3.3 Feature selection 

Feature selection is the process of selecting the most 

relevant features in the entire feature list [23] and which 

features contribute the most accuracy. For personality 

traits, we have applied Chi-square and for the best 2000 

features were extracted through select K-best library 

from Sklearn. In every class of Personality traits, we 

have 2000 features. The chi-square test determines 

whether there is a notable difference between the 

observed frequencies of the word and their expected 

frequencies [24-25] 

3.3.4 Feature reduction 

Feature reduction is the process of orthogonal 

transformation to transform a set of observations of 

correlated features into principal components. For that, 

we have applied for PCA (Principal Component 

Analysis). In general, the count of principal components 

is less than or equal to the original number of 

observations [22]. To improve the overall accuracy, we 

employed 0.9 PCA that reduces MBTI trait 2000 

Features for each class into the following: 840 features 

for T/F class, 226 features for I /S class, 615 features for 

JP class, and in the last 364 features for I/E class.    

3.4 Text Classification Techniques 

There are many text classification techniques, but we 

have chosen the topmost practiced classification models 

in text classification as given in [25]. Support vector 

machine (SVM), K-nearest Neighbour (KNN), decision 

tree (DT), random forest (RF), logistic regression (LR), 

and stochastic gradient descent (SGD). 

3.4.1 Support vector machine (SVM)  

Support vector machines are a very popular and useful 

supervised machine learning classifier which is based on 

statistical learning theories [26]. It has proven accurate 

results and is extensively used in biomedical documents, 

image classification [27], and text classification [28-30]. 

SVMs are hyperplanes that separate the training 

examples by maximal margin [31].  SVM separates the 

classes by using a line/ hyper-plane. Support vectors 

were selected to opt for the best accuracy, the parameters 

for SVM are: one is linear SVM and second C values 

should be 1.0. 

3.4.2 K-nearest Neighbour (KNN) 

KNN is labelled as a lazy learning classifier because 

KNN memorizes the training dataset rather than learning 

from discriminative function from the training dataset. 

It is instance-based learning. New instances are 

classified by using Similarity measures, such as 

Euclidean distance or Jacquard Similarity by KNN [29, 

32] shown in Eq. 1. 
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Thinking
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√∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1                 (1)  

3.4.3 Decision tree (DT) 

For the task of classification and prediction Decision 

Tree is the most commonly used classifier [33]. 

Decision tree structure looks like a flowchart in that each 

internal node represents a test on an element, each 

branch is the resultant of a test, each leaf node represents 

a class label, easily understood by humans, and entropy 

is used by DT classifier to compute the homogeneity 

among each class of Personality trait.  Pruned DT or 

unpruned DT is created by a Decision tree classifier 

[34]. 

3.4.4 Random forest (RF) 

Random is an ensemble supervised machine learning 

classifier that creates multiple decision trees using 

randomly selected features from training data into one 

forest [35]. Collectively a decision has been taken to 

improve the accuracy rather than relying on a single 

learning model. For the personality trait, we have 

created 100 random decision trees to opt for the best 

accuracy. 

3.4.5 Logistic regression (LR) 

LR is a statistical method that is used when we have a 

categorical dependent variable. Where y is the predicted 

output, b0 is the bias or intercept term and b1 is the 

coefficient for the single input value (x). Each column 

in your input data has an associated b coefficient (a 

constant real value) that must be learned from your 

training data. 

3.5 Rule-Based Classification Scheme 

The rule-based classification scheme was designed by 

the usage of IF-Then rules for class prediction. Here for 

career prediction, we have defined 16 rules for each 

personality type according to the given list by MBTI 

career selection [36]. 

3.5.1 Evaluation metrics 

For the performance evaluation of all five classification 

models, precision, recall, F-measure, and overall 

accuracy were calculated and compared. The reason 

behind the selection of these metrics was an imbalanced 

distribution of the classes because these metrics confirm 

equal weights for all the MBTI classes. These evaluation 

metrics will be discussed in the succeeding paragraphs. 

3.5.1.1 Macro precision (precision): Precision (ranges 

from 0 to 1, higher is better) is the ratio of correctly 

predicted positive observations to the total predicted 

positive observations. Whereby, PrecisionM is the 

average of each class's precision. Eq. 2 shows the 

mathematical representation of PrecisionM. 

Precision𝑀 =  
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖  
𝐶
𝑖=1    

𝐶
                   (2)                 

3.5.1.2 Macro recall (Recallm): Recall also termed as 

sensitivity (ranges from 0 to 1, higher is better) is the ratio 

of correctly predicted positive observations to all 

observations in the actual class. Whereby, RecallM is the 

average of each class recall. Eq. 3 shows the mathematical 

representation of RecallM. 

Precision𝑀 =  
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖  
𝐶
𝑖=1    

𝐶
                   (3)                                                   

3.5.1.3 Macro F-measure (F-MeasureM): F-measure is 

the weighted average of Precision and Recall. Therefore, 

this score takes both false positives and false negatives 

into account. Eq. 4 shows the mathematical 

representation of F-measureM. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑀 =  
(𝛽2+1)𝑅𝑒𝑐𝑎𝑙𝑙 𝑀    × Precision𝑀

𝛽2 (𝑅𝑒𝑐𝑎𝑙𝑙 𝑀    + Precision𝑀)
     (4) 

3.5.1.4 Overall accuracy: The ratio of classification 

results predicted correctly among all the classes is called 

overall accuracy.  Eq. 5 shows the mathematical 

representation of accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐴𝑉𝐺 =  
∑

𝑇𝑃𝑖+𝑇𝑁𝑖

𝑇𝑃𝑖+𝐹𝑁𝑖 +𝑇𝑁𝑖+𝐹𝑃𝑖
𝐶
𝑖=1

𝐶
                 (5) 

3.6 Handling with an Unbalanced Dataset 

Imbalanced class problems are found in many 

classification problems [37]. Class imbalance problems 

occur when the number of instances from one or more 

classes is considerably greater than another class [38]. 

MBTI dataset shows an imbalanced classes distribution, 

instances of each class are: Intuition 373900, Sensing 

59850, Judging 171700, Perceiving 262050, extrovert 

99950, and introvert 333800 however, Thinking and 

Feeling class is balanced one. Such imbalanced class 

distribution can prevent the model from accurately 

classifying the instances in such cases, standard 

classifiers tend to be overwhelmed by the large classes 

and ignore the small ones. It usually produces a biased 

classifier that has higher predictive accuracy over 

majority classes, but poor predictive accuracy over 

minority classes as machine learning algorithms work 

best when there is an approximately equal number of 

instances in each class. 

Several approaches for overcoming these problems 

have been proposed, such as a combination of 
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oversampling the minority (abnormal) class and under-

sampling the majority (normal) class [39], as well as 

weight adjusting, approaches [40]. 

To solve imbalanced class problems, SMOTE 

(Synthetic Minority Oversampling technique) method is 

used in which class distribution is being modified in 

training by oversampling the minority class or under-

sampling the majority class [39]. 

3.7 Experiments 

We have created four modules; these operate separately 

on the eight classes of MBTI. Each module class 

contains two classes that are opposite either a person 

could be an introvert or extrovert. We have applied NLP 

for cleaning the data and extracting the useful features 

from Twitter data. TFiID is used to convert the text into 

feature vectors [41].  By utilizing chi-square and PCA 

for feature selection and reduction methods are 

employed. Once the features are extracted, five different 

text classification techniques (SVM, LR, KNN, DT, and 

RF) were applied for training and testing with and 

without SMOTE technique. 10-fold cross-validation 

was used for performing experiments on all the models. 

All experiments were based on a 10-fold cross-

validation [42-43]. 

4. Results 

This section contains all the details of the proposed model 

and the results of five text classifiers (SVM, LR, RF, 

KNN, and DT) along with the analysis of each classifier 

in terms of accuracy Macro: Precision, Recall, and F-

measure and AUC. To overcome class imbalance 

problems, SMOTE method has been implied. As result, 

we have compared the two approaches with and without 

SMOTE method for each of the classifiers.  

Table 2 

Logistic regression result with basic feature 

Class Precision  Recall Score AUC Accuracy 

Extrovert 0.89 0.92 0.69 0.89 0.88 

Introvert 0.98 0.92 0.93 

Judging 0.76 0.91 0.82 0.87 0.87 

Perceiving 0.95 0.85 0.9 

Intuition 1 0.9 0.94 0.9 0.9 

Sensing 0.31 0.91 0.46 

Thinking 0.93 0.91 0.92 0.926 0.91 

Feeling 0.89 0.91 0.9 

4.1 Results Obtained by Using Basic Classifiers 

All eight classifiers were run using all proposed features 

based on 10-fold cross-validation. Error! Reference 

source not found., Error! Reference source not found. 

and Error! Reference source not found. show the result 

of each classifier. SVM perfumed well under the basic 

features with f-measure varying in between 0 to 0.92. 

Table 3 

Random Forest result with basic feature 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0 0 0 0.82 0.77 

Introvert 1 0.77 0.87 

Judging 0.76 0.91 0.82 0.8 0.61 

Perceiving 0.95 0.85 0.9 

Intuition 1 0.86 0.93 0.845 0.86 

Sensing 0 0 0 

Thinking 0.93 0.91 0.92 0.92 0.91 

Feeling 0.89 0.91 0.9 

Table 4 

K-Nearest neighbour result with basic feature 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.54 0.75 0.63 0.85 0.85 

Introvert 0.95 0.87 0.91 

Judging 0.68 0.78 0.73 0.8 0.61 

Perceiving 0.87 0.81 0.84 

Intuition 0.98 0.91 0.94 0.73 0.9 

Sensing 0.43 0.75 0.55 

Thinking 0.9 0.77 0.83 0.707 0.8 

Feeling 0.69 0.85 0.76 

4.2 Results Obtained by Classifiers with Feature 

Selection without SMOTE 

We ran all five classifiers with feature selection to 

determine the most significant feature that may improve 

the performance of the classifier and reduce classification 

time. Feature selection algorithms, namely, the c2 test 

was tested in the experiment. And Feature reduction PCA 

method was tested in the experiment. Error! Reference 

source not found., Table 6 

Random Forest result with feature selection 

, Error! Reference source not found., Error! 

Reference source not found. and Error! Reference 

source not found. compare the five classifiers with each 

feature selection method without SMOTE.  Compared 

with Error! Reference source not found., Error! 
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Reference source not found. and Error! Reference 

source not found., overall accuracy was increased and 

improved the F1-score and AUC. In summary, using the 

feature selection and feature detection techniques have 

only slightly improved the AUC and accuracy results 

compared with using all features to train the model 

Error! Reference source not found., Error! 

Reference source not found. and Error! Reference 

source not found.. 

Table 5 

Logistic regression result with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.3 0.87 0.44 0.89 0.83 

 Introvert 0.99 0.82 0.9 

Judging 0.76 0.91 0.82 0.87 0.87 

 Perceiving 0.95 0.85 0.9 

Intuition 1 0.87 0.93 0.8 0.8 

 Sensing 0.08 0.75 0.15 

Thinking 0.89 0.89 0.89 0.8 0.88 

 Feeling 0.87 0.87 0.87 

Table 6 

Random Forest result with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0 0 0 0.82 0.77 

Introvert 1 0.77 0.87 

Judging 0.93 0.91 0.92 0.92 0.91 

Perceiving 0.89 0.91 0.9 

Intuition 1 0.86 0.93 0.845 0.86 

Sensing 0 0 0 

Thinking 0.01 1 0.02 0.8 0.61 

Feeling 1 0.6 0.75 

Table 7 

K-Nearest neighbour result with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.18 0.9 0.29 0.73 0.8 

 Introvert 0.99 0.8 0.89 

Judging 0.32 0.92 0.48 0.758 0.72 

 Perceiving 0.98 0.69 0.81 

Intuition 0.99 0.91 0.95 0.73 0.8 

Sensing 0.4 0.87 0.55 

Thinking 0.97 0.65 0.78 0.73 0.71 

 Feeling 0.4 0.91 0.55 

Table 8 

Decision tree result with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.57 0.78 0.66 0.78 0..86 

Introvert 0.95 0.88 0.91 

Judging 0.67 0.8 0.73 0.78 0.8 

Perceiving 0.89 0.8 0.84 

Intuition 1 0.93 0.96 0.78 0.9 

Sensing 0.51 0.95 0.66 

Thinking 0.9 0.82 0.86 0.87 0.83 

Feeling 0.76 0.87 0.81 

Table 9 

SVM with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.42 0.87 0.56 0.86 0.85 

 Introvert 0.98 0.85 0.91 

Judging 0.9 0.9 0.9 0.9 0.89 

Perceiving 0.89 0.88 0.89 

Intuition 0.99 0.88 0.93 .93 0.87 

Sensing 0.14 0.82 0.24 

Thinking 0.65 0.87 0.75 0.78 0.82 

Feeling 0.94 0.8 0.86 

4.3 Results Obtained by the Classifier with Imbalanced 

Data Distribution 

We applied over-sampled the minority class and majority 

class SMOTE to handle the unbalanced dataset 

distribution. Error! Reference source not found., 

Error! Reference source not found., Error! Reference 

source not found., Error! Reference source not found., 

and Error! Reference source not found. compare the 

five classifiers with each feature selection method 

SMOTE. Error! Reference source not found., Error! 

Reference source not found., Error! Reference source 

not found., Error! Reference source not found., and 

Error! Reference source not found. shows the result of 

each text classifier significantly improve the overall 

performance in term of precision, recall, F1-score, AUC, 

and Accuracy as compared to Error! Reference source 

not found., Error! Reference source not found., Table 

6 

Random Forest result with feature selection 

, Error! Reference source not found., Error! 

Reference source not found. and Error! Reference 

source not found.. Before using SMOTE some of the 

classes show biased data in Error! Reference source not 

found. Precision, recall, and F1-score of the extrovert 

class was 0 and the introvert class was 1 but after applying 

the SMOTE in table 10 shows the unbiased data. The 

precision, recall, and F1-score of the extrovert class were 
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between 0.69 and 0.93 and the introvert class was 

between 0.92 to 0.93. 

Table 10 

Logistic regression result with SMOTE 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.89 0.92 0.69 0.91 0.88 

Introvert 0.98 0.92 0.93 

Judging 0.76 0.91 0.82 0.87 0.87 

Perceiving 0.95 0.85 0.9 

Intuition 0.85 0.88 0.86 0.9 0.9 

Sensing 0.88 0.85 0.87 

Thinking 0.93 0.91 0.92 0.926 0.91 

Feeling 0.89 0.91 0.9 

Error! Reference source not found., Error! 

Reference source not found., Error! Reference 

source not found., Error! Reference source not 

found., and Error! Reference source not found. show 

that the overall classifier performance was obtained using 

SMOTE, SVM, and Logistic Regression outperformed 

with average 91 AUC, F measure 0.92, Precision 0.89, 

and Accuracy 0.91. That implies that SMOTE performs 

well on this project.   

Table 11 

Random forest result with SMOTE 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.88 0.87 0.88 0.92 0.88 

Introvert 0.87 0.88 0.87 

Judging 0.88 0.84 0.86 0.92 0.91 

Perceiving 0.83 0.87 0.85 

Intuition 0.84 0.88 0.86 0.92 0.87 

Sensing 0.89 0.85 0.87 

Thinking 0.92 0.87 0.89 0.93 0.89 

Feeling 0.86 0.91 0.89 

Table 12 

K-Nearest neighbour result with feature selection 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.54 0.75 0.63 0.853 0.9 

Introvert 0.95 0.87 0.91 

Judging 0.9 0.77 0.83 0.758 0.8 

Perceiving 0.69 0.85 0.76 

Intuition 0.89 1 0.94 0.96 0.94 

Sensing 1 0.9 0.95 

Thinking 0.95 0.87 0.91 0.73 0.8 

Feeling 0.43 0.75 0.55 

Table 13 

Decision tree result with SMOTE 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.87 0.75 0.81 0.83 0.79 

Introvert 0.72 0.85 0.78 

Judging 0.79 0.8 0.8 0.82 0.8 

Perceiving 0.8 0.79 0.8 

Intuition 0.88 0.86 0.87 0.89 0.87 

Sensing 0.86 0.88 0.87 

Thinking 0.85 0.82 0.84 0.87 0.83 

Feeling 0.82 0.84 0.83 

Table 14 

SVM result with SMOTE 

Class Precision  Recall FScore  AUC Accuracy 

Extrovert 0.88 0.87 0.88 92.6 0.88 

Introvert 0.87 0.88 0.87 

Judging 0.88 0.84 0.86 90.6 0.85 

Perceiving 0.83 0.87 0.85 

Intuition 0.84 0.88 0.86 92.8 0.87 

Sensing 0.89 0.85 0.87 

Thinking 0.92 0.87 0.89 93.5 0.89 

Feeling 0.86 0.91 0.89 

5. Discussion 

The goal of the proposed approach was to predict the 

personality type and suggest a career based on MBTI 

traits. A comparative study of various classifiers to 

obtain the most accurate prediction of the type of 

personality and suggested the best fit career based on 

MBTI traits.  

The accuracy of the classification mostly depends on 

the quality of the feature set. The irrelevant, incomplete 

and extraneous features generate less comprehensive 

and accurate results. Therefore, it is important to exclude 

non-discriminative irrelevant features from master 

features by using feature subset selection algorithms 

before applying classification algorithms [44]. The basic 

reason for using feature subset selection algorithms is to 

choose the best features for the classification and to 

remove the features which are irrelevant or not 

contributing to the performance. To evaluate this 

proposition, we aim to determine the best feature subset 

size for the classification of the personality of a person 

for improving the classification performance. After 

selecting the chi-squared with the best 2000 features 

were further decreased up to the point where no further 

improvement in performance was established. 

Furthermore, we also assessed the performance of all 
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five classifiers discussed above using ‘different’ 

features. 

Agreeing to the “no free lunch” theorem [45], there 

is no single machine learning algorithm that performs 

best for all the application areas. Therefore, a variety of 

machine learning algorithms should be tested. 

Therefore, we evaluated the performance of five 

classifiers (SVM, LR, KNN, DT and RF). In most 

classes, Random Forest performs well due to its 

assembler nature. The choice of the kernel is a 

performance indicator of SVM [1]. The selection of the 

best kernel function parameters such as width or sigma 

parameter may advance the SVM performance [46]. 

In the experimental results of this research, logistic 

regression can identify the outliers that can reduce 

misclassification [23]. Furthermore, Logistic regression 

determines the relative impact on one or more predictor 

variables to the criterion value. Although the SVM 

classification model is suitable for both linear and 

nonlinear data. SVM is a versatile algorithm that 

provides the correct results by creating a novel kernel 

for decision function. In addition, SVM performs 

effectively on higher-dimensional nonlinear data. 

Finally, it is memory efficient and uses a subset of 

training points (support vectors) as decisive factors for 

classification [42]. 

DT classification algorithm may be a weak predictive 

performance due to it produces a weak or noisy 

classifier. It mostly grows large and needs pruning, 

which may cause a loss of information [23]. In addition, 

it is not suitable for multi-classification because it's used 

for binary classification. Thus, can show less 

performance than any other multiclass classifiers. 

Another reason for the low performance of DT 

classifiers is that it does not work well in data with class 

imbalanced. Finally, DT suffers because of its generic 

nature, a minute change may suffer the training set. 

The proposed model, A Rule-based Model for Career 

Selection by detecting your MBTI Personality model 

achieved improved and reliable performance on 

different text classification classifiers. The experimental 

results on the publicly available dataset showed that it is 

the most reliable, and accurate model. We compared 

three different approaches with five text classifiers with 

different evolution matrices: simple baseline feature, 

feature selection with classifiers, and feature selection 

with SMOTE. The first baseline feature achieved the 

best result for LR but biased result. Second feature 

selection improved the overall performance in terms of 

accuracy and AUC but biased. In third, feature selection 

with SMOTE performed best among the previous two 

approaches and improved the performance of all 

classifiers. 

6. Conclusion 

The main purpose of this work was to build a career 

profile after predicting personality based on the tweets 

and text written by the user. The preliminary analysis 

focused on searching patterns in sentiments and 

analysing the distribution of emotion on the data. The 

text was pre-processed to remove punctuations, 

numbers, hyperlinks, and context-sensitive words. To 

represent features into dimensional vectors, TF-IDF was 

used. The experimental results on the publicly available 

dataset showed that it is the most reliable, and accurate 

model. We compared three different approaches with 

five text classifiers with different evolution matrices: 

simple baseline feature, feature selection with 

classifiers, and feature selection with SMOTE. The first 

baseline feature achieved the best. 
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