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ABSTRACT

WSNs (Wireless Sensor Networks) is an emerging area of resear ch. Resear chers worldwide are

working on the issues faced by sensor nodes. Communication has been a major issue in wireless

networ ksand the problem ismanifoldsin WSNsbecause of thelimited resour ces. Ther outing protocol

in such networksplaysa pivotal role, asan effectiverouting protocol could significantly reducethe

ener gy consumed in transmitting and r eceiving data packetsthroughout a network. I n thispaper the

performanceof SVR (Spatial Vector Routing) an ener gy efficient, location awarerouting protocol is

compar ed with theexisting location awar eprotocols. Theresultsfrom thesimulation trialsshow the

performanceof SVR.
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1 INTRODUCTION

SNs differ from the classical wired and

wireless systems. WSNs are normally

classified as adhoc networks. WSNs are
considered as energy constrained and with lessbandwidth
supply because of the wireless medium [1-3]. With
advancements in technology it is now possible to design
sensor nodes of miniature size. Thereduced size of sensor
nodes introduce many new challenges such as reduced
memory, processing capabilities and battery energy, which
have to be addressed. To address these challenges there
isaneed of energy efficient schemes, which reduce the
communication costs.

Routing protocol s designed specifically for such networks
must be energy efficient. There are many waysto achieve

WirelessSensor Networks, SVR, LAR, DREAM, GPSR, Routing Protocols

energy efficiency and different protocols address diverse
methodol ogieswhich could be adapted to accomplish this
major goal. Some of the techniques could be to reduce
data redundancy, decrease processing, route data with
smaller hops, etc.

The characteristics of WSNs set them apart from the
classical wired and wirel ess networks, asthere are much
more constraints associated with them. In order for a
routing protocol to work effectively in a WSN the
design of the protocol will play amajor role, asthereare
many concerns regarding wireless sensor networks,
which need to be kept in mind while designing arouting
protocol for WSNs. The most important ones are
mentioned bel ow.
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Data-Centric: Wireless sensor networks are
data-centric in nature and they have the ability
to deal with specific queries which could be
generated while the sensor nodes are performing
their sensing tasks or these queries could
instigate certain tasks. For example if the
temperature rises to 40°C then send an alert
throughout the network that it is extremely hot.

Application Specific: WSNs are application
specific networks. Routing protocols haveto be
tailored for the specific application.

Node Deployment: Nodes of a WSN may be
deployedin aregular uniform fashion but in most
networks they are deployed randomly, such as
deploying a network by scattering nodes from a
plane. Sensor nodes have the ahility to form a
network, asthey are self-configurable.

Prone to Failure: Some sensor nodes may
depletetheir energy earlier than othersdepending
ontheir task load, it is nontrivial for the routing
protocols to have the ability to reroute.

Scalability: WSNshavealarge number of nodes,
in hundreds or even thousand and as each node
has limited processing, memory and battery
storage; the nodes need to communicate with
each other to achieve greater accuracy and carry
out complex tasks.

Less Mobility: Sensor nodes are usually fixed
but in some cases nodes could be mobile aswell,
athough their movement is comparatively less
as compared to other networks.

Quality of Service: Increased network lifetimeis
one of the main priorities of WSNswhich could
be achieved by a trade off with the quality of
service such as the sensor nodes may increase
the time interval between every time it senses
the phenomena, this could be done when the
battery life of anode goes|ow.

In this paper existing location aware protocols are
compared intermsof energy consumption of sensor nodes
and the effect of different location aware routing protocols
on a networks lifetime is investigated. As sensor nodes
are usually deployed randomly, in this paper a random
deployment is considered and apart from that a uniform
deployment of sensor nodesisalso considered. Theresults
of simulation trials show the performance of some of the
most common | ocation aware protocols.

Inthe paper theintroduction isfollowed by location aware
routing protocols section. This section gives a brief idea
of location aware routing protocols and how the network
could benefit from location information. In Section 3 the
working of Spatial Vector Routing protocol is explained.
Sections 4-6 explain the functionality of Location aided
routing, Distance Routing Effect Algorithm for Mobility
and Greedy Perimeter Statel ess Routing respectively. The
protocol description is followed by simulation setup in
Section 6, which describes the ssimulation environment.
Section 7 includes the results obtained through the
simulation trials and finally the paper is concluded in
Section 8.

2. LOCATION AWARE ROUTING
PROTOCOLS

WSNs could perform smart tasks when provided with
location information. With nodes knowing their own
location each node could keep track of its neighboring
nodes. L ocation aware routing protocols play avital role
in WSNs, asknowing anodeslocation could substantially
reduce data redundancy and result in minimizing the
energy consumption of anode while communicating with
other nodes.

The performance of arouting protocol could be enhanced
by adding location information. Routing protocols could
exploit thelocation information, for node selection inthe
process of data packet forwarding that isto determinethe
next hop. Location aware routing protocols could use
location information of nodes provided in the spatial
coordinatesi.e. x,y and z, thisinformationisvery useful in

Mehran University Research Journal of Engineering & Technology, Volume 31, No. 4, October, 2012 [ISSN 0254-7821]

628



Performance Evaluation of Spatial Vector Routing Protocol for Wireless Sensor Networks

most cases, but depending on the type of application at
times semantic representation of location isrequired like
building, floor, room, etc. WSNscould greatly benefit from
the use of location aware routing protocols in various
network scenariosincluding:

O Networks comprising of mobile nodes.

| Networks where nodes need to be self
configurable.

| Networks where route discovery is frequent.

Among the existing location aware routing protocols, the
selection of the protocols to compare with Spatial Vector
Routing protocol was made on the mechanism each
protocol uses to route data. LAR protocol works on a
reguest zone and expected zone, DREAM makes use of a
location tableto store thelocation of the nodes, and GPSR
uses a directional approach. Each protocols technique
varies from the other. The SVR protocol and the location
aware protocols compared with it are discussed in detall
in the following sections.

3. SPATIAL VECTOR ROUTING
PROTOCOL

SVR protocol[4,5] is adata centric protocol for wireless
sensor networks. SV R usesadistributed approach to work
insensor networks, which are spatialy aware. SVR exploits
the nodes position in the network to reduce data
redundancy and conserve energy while performing smart
tasks. The SVR protocol aims to enable inter-node
cooperation within the nodes of a sensor network, which
could attribute towardsthe smart behavior of the network.
SVR variesfrom theAd hoc routing protocolsin nature as
it is a data centric routing protocol targeted for WSNs
where tasks are complicated and most of them are event
driven and even query based. Although Ad hoc network
routing protocols serve as a stepping stone for WSN
routing protocols they differ many-folds from the WSN
protocolswith their high criticality.

SVR assumes that sensor nodes are aware of their
position, which could be easily obtained by GPS and other

well established localization techniques. The position of
neighboring nodes could then be discovered easily as
each node has a limited range (radio range of sensor
nodes). Inorder to route data packetslocation information
is provided, as mentioned earlier on. SVR is a location
aware protocol, which benefitsfrom the nodespositionin
a network. Header of the packets generated include
location information i.e. the x,y coordinates of the
destination node (target node). The destination nodes
location information makes it possible to route the data
packet intheright direction. Knowing thelocation of the
nodes it reduces data redundancy as a message is only
sent once by one node until it reaches the destination
node, which provides increased efficiency as compared
toflooding. Onceaquery isgenerated or atask isassigned
to anode it needs to follow certain stepsto forward data
throughout the network, the four main stepsare mentioned
below.

. Proximate Node (Pn): Once the spatial vector
communication process is started each node
discoversits proximate nodes. Proximate nodes
arethe neighboring nodes of anode, that isnodes
that are in the communication range.

. Bearing Angle (Ba): The angle between the
source node and the destination node is
computed, followed by the computation of the
bearing angle between the proximate nodes and
the destination node.

. Optimal Proximate Node (OPn): On knowing
the bearing angle the proximate node in nearest
direction to the destination nodes is chosen as
the optimal proximate node. The data packet is
then forwarded to the optimal proximate node
from the source node.

. Source Node Transformation: When the optimal
proximate node receives adata packet, it checks
whether it is the destination node, if thisis the
case the process stops, otherwise the optimal
proximate node acts as the source node for the
following hop and the processis continued until
the data packet reaches to the destined node.
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4. LOCATIONAIDED ROUTING

LAR (Location Aided Routing) [6] protocol exploits the
location information of nodes to reduce the routing
overhead. LAR demonstrates how routing based on
flooding could be improved significantly with location
information. A simple example of flooding could be
considered where a Source hode Sn sendsamessage mto
aDestination node Dn. In the case of flooding the source
node would flood the message to al its neighbors and
each node would do so until the message reaches the
destination. Even though redundant messages could be
discarded, flooding would be highly energy consuming
andimpractical if the nodeswere mobile.

LAR protocol assumes the nodes know their location,
which could beeasily calculated with aGPSreceiver. Nodes
knowing their location could estimate the position of mobile
nodes. To compute mobile nodes position their position
should be known at a certain time and the speed at which
they aremoving. LAR protocol introduces the concept of
Expected Zones and Requested Zones, which reduce the
flooding and are effective with mobile nodes. Theregion
inwhich anodeislikely to bein aspecific timeframeis
known as the expected zone, when the initial position of
the node and the speed with which it ismoving are known.
The region in which the expected zone is present along
with some surrounding areais known asthe request zone.
The concept of creating these zonesisto reduce flooding
within the network. When a source node requests for a
route, a message is propagated in the request zone. If a
route is not found then the message is discarded and the
reguested zone is expanded for the next route discovery.
When accurateinformation of the nodesdirectionisknown
the expected zone size could be reduced. Two schemes of
LAR have been proposed. The request zone in scheme
one comprises of the shortest rectangular area, which
containsthe originating node and the expected zone (which
is normally a circle). While in scheme two when the
originating node forwards a route request only the nodes
nearest to thefinal node than the originating node forward
the message, and the other nodes would simply dump it.

5. DREAM

The DREAM (Distance Routing Effect Algorithm for
Mobility) [7] differsfrom other routing algorithm, which
maintain routing tables. The inclusion of alocation table
for each node makes routing easier. DREAM uses the
location table of each node, not only to calculate the
distance of each node, but also to find the direction of a
node. If a Source node Sn needsto forward messagemto
a Destination node Dn it will send the message to its
neighboring nodes in the direction of Dn. This method
reduces the number of messages being sent and has an
overall impact on the network lifetime.

To achieve energy efficient communication, the DREAM
protocol is required to reduce the location information
dissipation throughout the network. The location
information dissipation depends on how frequently the
location tableisupdated. The protocoal introduces control
packets, which determine the distance effect and the
mobility rate. Each nodetransmitsacontrol packet with a
specified lifetime. Some packets may have shorter lifetime,
while other packets may havelonger lifetime. Thedistance
traveled by a control packet from the originating node
dependsonthelifetime, the greater thelifetimethe greater
thedistanceit covers. The measure of the distancetraveled
by such packets from the source towards a destination
would be adeciding factor on how often the table should
be updated.

The location table is updated on two principles: the
distance effect and the mobility rate. As the principles
nameinfers, the distance effect demonstratesthe effect of
distance between two nodes. The updating of thelocation
table is directly proportional to the speed at which the
mobile nodes are traveling. The greater the distance
between two nodesis, the dower the nodestraveling speed
appearsto be and as aresult less updating of the location
tableisrequired. The speed of anodeisdetermined by the
mobility rate, it isalso used as deciding factor on whento
update the location information.
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6. GPSR

GPSR (Greedy Perimeter Statel essRouting) [8] isarouting
protocol for wireless networks. GPSR makes use of the
location information (x,y,z coordinates) of arouter. The
protocol routes packets using the position of routersin a
network and a packets destination. GPSR routes the data
with two techniques Greedy forwarding and Perimeter
forwarding which areexplained in detail later on. GPSR is
nearly a stateless routing protocol as the amount of
information required is minimal. To forward data, only
information of the first immediate hop is required. The
protocol usesmultiplehopsto forward data, asradio ranges
are limited in wireless networks. Scalability, one of the
problems faced by existing protocols is addressed by
GPRS. Scalahility for wireless networks could be defined
asthe ability to deal with increased number of nodes and
mohility. It could be measured on the basis of:

. The number of packets sent.
. The number of packets delivered.
. Thememory occupied.

Greedy forwarding workson asimplealgorithm, whichis
to forward packets to neighboring nodes closest to the
destination or if the destination isin range then forward it
to the destination (very rare case). The source that
originatesthe packet, tags the packet with the destination
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information. The decision for the next hop ismade onthe
basis of the destination information, each nodeisassumed
to be aware of its location and the location of the
neighboring nodes. To obtain the position of nodesis not
an issue considered here. GPS could be used for outdoors
and well developed techniques already exist for indoors.
Fig. 1(a) shows an example of greedy forwarding where
the node x hasto forward a packet to the Destination node
Dn. Node x selects node y as it is in its radio range
(neighboring node) and closest to the destination.

Perimeter forwarding is an alternate technique employed
by GPSR to route packetsif avoid areaappears. Anexample
of avoid areaisillustrated in Fig. 1(b). Perimeter forwarding
is adapted when anode comes acrossavoid area, an area
in which the neighboring node close to the destination is
not present. This technique keeps record of the location,
where greedy forwarding fails it tries to figure whether
greedy forwarding could be reintroduced. If greedy
forwarding isnot an option, it then forwardsthe packet on
the faces of the planer graph using the right hand rule.
Therearetwo facesinterior and exterior. Whileforwarding
data it keeps on checking, whether greedy forwarding is
possibleor not. If greedy forwarding ispossibleit switches
to greedy forwarding. This technique keeps forwarding
the packet until it reaches the destination, but if a loop
occurs it discards the packet.
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FIG 1. GPSR PROTOCOL
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1. SIMULATION SETUP

The Simulationswerecarried out usingthe NS-2 (Network
Simulator-2) [9] and the Mannasim Framework [10]. The
simulation parameters used are shown in Table 1. Two
separate simulation networkswere considered. The Energy
consumption network is used to measure the amount of
energy consumed by each node in a network using the
different location aware routing protocols (SVR, LAR-1,
LAR-2, DREAM and GPSR). In the second network, the
node lifetime network, the life of the network is
investigated, by observing thetime at which thefirst node
would die using the different routing protocols.

The major differencein the ssmulation parameters of the
two different networks, the energy consumption network
and the node lifetime network, isthe node energy and the
simulation time, while the remaining parameters are the
same. Inthe nodelifetime network thesimulationtimeis
increased from 200-500s and the energy is reduced from
10-1Jin order to examine the time when the first nodes
dies, that is runs out of energy, this trait of the sensor
node could not be observed in the energy consumption
network.

In the simulation trials two types of node deployments
were simulated with each network type, aregular and an
irregular scenario. Inthefirst deployment the nodeswere
regularly uniformly deployedinaflat 400x400m area. Where
as in the second network the nodes were randomly
deployed in the same area. Although sensor nodes are
assumed to bedeployed inlarge numbers, inthissmulation
100 nodes were simulated to investigate the routing
protocol properties, the number of nodes could be easily
increased as the compared routing protocols provide
scal ability.

TABLE 1. SMULATION PARAMETERS

Energy Node Life
Parameter Consumption Time
Network Network
Number of Nodes 100 100
Scenario Size 400x400m 400x400m
Simulation Time 200s 500s
Node Energy 10J 1
Transmission Power 0.034W 0.034W
Receiving Power 0.026W 0.026W

8. RESULTS

The simulations were carried out to investigate the
performance of SVR protocol against other location aware
routing protocols (LAR-1, LAR-2, DREAM and GPSR).
Thesimulationtrialswere carried out using the simulation
parametersin Table 1.

The results section isfurther categorized as Node energy
depletion and Average energy consumption. In the node
energy depletion section, the time the first node dies for
both deployments is shown. In the Average energy
consumption section, the results present the average
energy consumed (based on 30 random iterations) by each
node when the simulation timeis 200s.

Thereliability of routing protocol comeswith atrade off,
location aware routing protocol s provide greater reliability
with higher energy consumption. The DREAM protocol
has the ability to flood data, which would assure reliable
delivery, the LAR protocol could deliver datainareliable
way by increasing the zone sizesand SVR could improve
its performance by forwarding a data packet to all its
neighbors, which would assure reliability but al these
tasks are energy greedy.

8.1

The results shown in Figs. 2-3 show the node energy
depletion for aregular and irregular scenario. Theseresults
show thetimethefirst nodewould die using each protocol
using the network properties shown in Table 1 with the
node lifetime network. While simulating the nodes using
the SVR protocol in aregular scenario thefirst nodesdies
at 342 secondsin the simulation. Thefirst node dies under
50 second with the LAR-1, LAR-2 and DREAM routing
protocols. The GPSR protocol performssignificantly better
than LAR-1, LAR-2 and DREAM with the first node
depleting it's energy around 176 seconds. Where as for
theirregular scenario the SVR protocol s performancedrops
ascompared to theregular scenario. Thefirst node diesat
around 130 seconds. The performance of LAR-1and LAR-
2 protocolsin anirregular scenario is better as compared
to a regular scenario. The first node dies at around 90
seconds using LAR-1, while using LAR-2 at nearly 100
seconds and with DREAM at around 50 second through
thesimulation. With the GPSR thefirst node dies at around
110 seconds.

Node Energy Depletion
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8.2  AverageEnergy Consumption

The average energy consumption of each node was
calculated from the results obtained from the simulation
trials with 30 different iterations. The average energy
consumption of each node for the regular scenario is
shown in Fig. 4 and for theirregular scenario isshownin
Fig.5.

From theseresultsit could beinferred that the performance
of SVR and GPSR protocol is better in aregular scenario
as compared to the irregular scenario and vice versa for
LAR-1and LAR-2. Where asthereisnot much changein
the performance of the DREAM protocal, it is slightly
better in the regular scenario. The average energy
consumption per node was also calculated from the
simulation trials carried out with 30 different iterations.
The average energy consumption per node is shown in
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Figs. 6-7 for aregular and anirregular scenario respectively.
From the results shown in Figs. 6-7 it could be observed
that the SVR tends to consume less energy per average
nodeintheregular scenario thanin theirregular scenario
and sameisthe casewith the DREAM and GPSR protocaol .
Where as LAR-1 and LAR-2 consume less energy per
average node in an irregular scenario as compared to a
regular scenario.

The results obtained from the simulation trials show that
the performance of LAR-1 and LAR-2 is close to each
other as both the schemes of LAR use arequest zone and
expected zone. The performance of the dream protocol
differsfrom the rest of the compared protocols asit uses
location table. Whilethe performance of SVR and GPSRis
relatively close as both the protocolsfollow adirectional

approach. However SV R outperforms GPSR.
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9. CONCLUSION

Inthis paper therole of routing protocol inwireless sensor
networksisoutlined, followed by an extensive survey on
the popular location aware routing protocols. In this paper
the SVR protocol isa so compared with four other location
aware routing protocols LAR-1, LAR-2, DREAM and
GPR.

The energy consumption of each node, the first node
depletion time, and the average energy consumed by each
node and the average energy consumed per node is also
calculated for each protocol. The cal cul ations were made
on the basis of two scenarios, aregular and an irregular
scenario with different sets of data that is selecting a
different source and destination node for thirty iterations
and averaging out theresults. From all thesimulationtrials
and all the calculations made the SVR protocol out
performed its counterparts.
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