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ABSTRACT

Cloudsrepresent amajor paradigm shift, inspiring the contempor ary appr oach tocomputing. They
present fascinating oppor tunitiesto addr essdynamicuser requirementswith theprovison of on demand
expandablecomputinginfrastructures. However, Cloudsintroduce novel security challengeswhich
need to beaddressed to facilitate widespr ead adoption. Thispaper isfocused on onesuch challenge-
intrusion impact analysis. In particular, we highlight the significance of intrusion impact analysisfor
theoverall security of Clouds. Additionally, we present amachinelear ning based schemeto addressthis
challengein accor dancewith the specific requirementsof Cloudsfor intrusion impact analysis. Wealso
present rigor ousevaluation performed to assesstheeffectivenessand feasibility of the proposed method
toaddressthischallengefor Clouds. Theevaluation resultsdemonstr atehigh degr ee of effectivenessto
correctly determinetheimpact of an intrusion along with significant reduction with respect tothe
intrusion responsetime.

KeyWords: Cloud computing, Cloud security, | ntruson severity analyss, I ntrusion Detection, Intrusion

Response.

1 INTRODUCTION

he advent of Internet technol ogies such as: SOAs

(Service Oriented Architectures) has considerably

influenced the methods used in e-Science. In order
to facilitate e-Science research, the role of SOA'siseven
more with the appearance of new computing ways and
paradigms. Beside others, Cloud computing is one of the
rising paradigms that exploits contemporaneous virtual
machine technology. The collaboration of Internet and
virtual machines allows Cloud computing to materialize
as a potential candidate paradigm to development of
highly scalable and flexible computing infrastructures.
In order to meet the requirements of computational
hungry applications such as e-Science application, fast

growing online applications etc. these infrastructures
can be available in an on-demand fashion. VM (Virtual
Machine) technology [1] hasimportant rolein this, asit
enables a single physical machine to host multiple
computing environments. These multiple computing
environments can also be created, migrated, and del eted
inrea-time.

Cloud computing is defined and explained in various
ways by various sources however, in the context of
research presented in this paper, we have defined Clouds
as: "ahigh performance computing infrastructure based
on system virtual machines to provide on-demand
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resource provision according to the service level
agreements established between a consumer and a
resource provider".

A Cloud computing setup representing the above
definition has been presented in Fig. 1. System virtual
machines, as per this definition, are the primary unitsfor
the apprehension of aCloud infrastructure and to emul ate
a discrete and operating system environment
independently. In the scope of this paper, the Cloud based
platforms persist to fulfilling computation needs of
exhaustive compute workloads, and have been defined as
Compute Clouds. Whereasthose aimed at large scale data
storage as Storage or Data Clouds. Intherest of thispaper,
Cloud computing and Clouds terms are used
interchangeably to refer to our definition of compute
Clouds.
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Aswith any other emerging paradigm, different model s of
Cloud computing have been proposed to harvest its
benefits. ThesearelaaS (Infrastructure asa Service), SaaS
(Software as a Service) and PaaS (Platform as a Service)
[2]. With regards to these models, the Cloud computing
system defined earlier and illustrated in Fig. 1 resembles
laaSand therefore, inheritsthe characteristics of thismodel
of Clouds. From the definition of Cloud computing
presented earlier, theterm Cloud computing has been used
to refer to laaS model of Cloud computing for the rest of
this paper.

However, security underpins extensive adoption of Clouds
asillustrated by [3-4]. In particular, Cloudsintroduce novel
challengeswith respect to security such asaccess control,
privacy, and availability [5-7] that need keen efforts to
takeup them. Inrelation with this, our research isfocused
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FIG 1. A CLOUD COMPUTING SYSTEM
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at investigating novel security challengesfor Clouds and
to devise solutionsto addressthese challenges effectively.
This paper isfocused at one such challengei.e. intrusion
impact analysiswhichisparamount to achieving effective
response to an intrusion. It summarizes our efforts to
addressthischallengefor Cloudsin theform of amachine
|earning based scheme. The scheme enablesVV M-specific
intrusion impact analysis, achieves protection against
zero-day attackswhilst significantly reducing the overall
intrusion response time. It also presents results from the
evaluation of the proposed scheme demonstrating
effectiveness of the scheme to correctly determine the
impact of an intrusion along with significant reductionin
the overall intrusion response time.

Thispaper isorganised asfollows. The Section 2 describes
the problem and the state-of-the-art related to it. Thisis
followed by adescription of system model for the proposed
system in Sections 3. Section 4 describes the proposed
methodology to address the intrusion impact problem.
This is followed by detailed explanation of the various
aspects of evaluation including the experimentation and
the respectiveresults. The paper concludeswithamention
of the conclusions and potential future work in section 6.

2. PROBLEM DEFINITION AND
RELATED WORK

The research presented in this paper is related to impact
analysisof intrusionsin general and for Cloud computing
in particular. Furthermore, similarities can be held with
traditional network based systems. Therefore, existing
literature in these domains has been explored to draw a
comparative analysis of the proposed approach with
contemporary approaches.

With respect to Cloud computing, to the best of our
knowledge, we arethefirst toidentify theintrusionimpact
analysis problem for such systems. However, there have
been effortsin traditional systemsto addressthisproblem.
An obviousexampleof such systemsistheNIDS (Network
Intrusion Detection Systems) where an intrusion detection

systemisusually deployed at a border node to look after
a whole network of computers. As part of the network,
different sub-domainsor clusters can have varying security
requirements. Existing research suggeststhat the problem
of potential varyingimpact of anintrusion for such systems
is addressed by defining customized security policiesfor
such groups of nodes. However, there are certain defining
differences between such systemsand the virtual machine
based systems such as Clouds. Firstly, the policies for
traditional network based systemstend to be static, largely
due to the static nature of the monitored systems. Thisis
because the groups of nodes tend to have stable security
requirementswhich have been established overtime based
on experience with such systems. However, with Clouds,
the monitored virtual machines are added and removed
dynamically. Furthermore, the security requirements of
individual virtual machines are also envisaged to be
diverse, aggravating the problem. Secondly, the security
policiesin traditional systemsare designed and managed
by asystem security administrator, with someinput from
the users, who isresponsiblefor the security of thewhole
system. This human intervention can become the weak
link to realize customization and on-demand operation
offered by Clouds. Additionally, it a so affectstheintrusion
response timethereby affecting the overall security of the
system.

With respect to the use of intrusion impact to select optimal
response, intrusion response systems [8] use different
metricsto achievethisobjective. [9-10] represent two such
approacheswhich useaimpact metric. However, thismetric
is assumed to be calculated by a human administrator
through an offline analysis at the policy definition stage.
In this case, impact is usually calculated based on the
administrator's experience and other resources such as
CERT (Community Emergency Response Team) [11].

Although, formal methods for evaluation of intrusion
impact with respect to applications are presented in [ 12-
13]. But these formal methods are aimed to facilitate a
human administrator and are application specific. The
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impact evaluation method proposed in [12], is function
of Criticality, Lethality, Countermeasures and Net
Countermeasures. The inputs metrics i.e. Criticality,
Lethality, Countermeasures and Net Countermeasures,
to the evaluation function infer from their names that
these are subj ective and encumber their appropriateness
to auser driven system that is flexible and diverse such
as Clouds. Furthermore, in the proposed methods the
analysis phaseisto be carried out by a human that may
takeit to multifarious problems. Firstly, the metricsinthe
proposed method are relative hence in order to measure
or find the metrics, in-depth or complete working status
knowledge of an attacked system, the attack itself, and
the system parameters that define the present state of
the victim virtual machine. Secondly, only well known
intrusions can be anticipated with the metricsthat are to
be used in the proposed method [12] i.e. Countermeasures
and Net Countermeasures. Finaly, manual analysisis
very cumbersome to response time of the recovery
process.

In order to calculate vulnerability impact, aformulawith
three groups of metric is defined in CVSS (Common
Vulnerability Scoring System) [13]. Thismethod isalso
aimed at manual analysis facilitation of system
administration. The manual analysis results in a
calculated impact factor of avulnerability that isassigned
tothevulnerability in question. Thisfacilitatesthe system
administration to eval uate theimpact of the vulnerability
well before its exploitation. On a critical note custom
security requirements by the notion of Environmental
Metrics are not taken into account. These requirements
do not participatein the scoring system unless explicitly
defined by user to do so. Beside this, the approach [13]
has anumber of weaknesses and limitations; Firstly, the
manual assumption for execution of system wide process.
Anadministrator or representative of auser need to take
decisions whilst valuing the impacts of various metrics
i.e. Availability, Confidentiality and Integrity. The
assigned values to the metrics contribute to analysis
and reflect in final impact factor resultsand metrics. The

target system applications or users may have different
priorities (values) than what was assigned by the
administrators. Secondly, sometimesthe metrics are too
abstract to clearly specify inthe context of an application
and this also hampers humansto clearly define or specify
different metrics for various applications. For example,
theimpact of availability, integrity and confidentiality is
defined with three levelsi.e. none, partial or complete.
Thesethreelevelsof impact are overly abstract and vague
for an exact expression of theimpact. It isalsotoo difficult
to model impact of aspecific security attribute with these
vague terms of impact analysis. Therefore, it has been
concluded that the impact analysisisto be carried with
the comprehension of user needs and requirementsfor a
morefine-grained analysis.

As compared to the approaches described above, the
approach proposed in this paper isfundamental ly different
inthat it isenvisaged to form apart of integrated intrusion
detection and impact analysis system explained in [14].
However, this paper isfocused at description of aspecific
component within the system explained in [14] i.e. the
intrusion impact analysis component. Due to this, our
approach also takesinto account the effects of thisanalysis
on theintrusion response time. Therefore, an attempt has
been made to minimizedisruption in the normal execution
of system as part of our approach. Furthermore, our
approach isenvisaged to incorporate user input viaSLAS
(Service Level Agreements) which enables our method to
be VM specific. As this user input is restricted to the
resource acquisition phase, it is considered that impact
analysisprocess does not require any human intervention,
whereas, the above explained approaches are agnostic of
this fact and therefore, are exposed to the limitations
In addition to these
approaches, there are other approachesfor alert correlation.
However, they are focused on probabilistic models for
predicting the likelihood of a successful intrusion by
aggregating alerts from different sources of intrusion
detection [15].

described earlier in this section.
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3. SYSTEM MODEL

In order tofacilitate understanding, Fig. 2 presentsalower
level model of the proposed system. As illustrated in
Fig. 2, the proposed system is envisaged to reside in the
domain 0, themost privileged VM, of avirtualized resource
in a Cloud. Therefore, in a Cloud infrastructure, each
virtualized resourceisenvisioned to implement thissystem
aspart of other local administrative modulesinthedomain
0. By developing the proposed system as part of domain
0, the system can assume maximum isolation from the
monitored VMs[16]. Furthermore, thevisibility of activities
performed by monitored VMsis enhanced to the system
call level which encapsulates all the activities performed
by aguest VM. Thisa so hassignificant implicationswith
respect to the type of intrusions handled by the proposed
system. The proposed system is envisaged to deal with
intrusions which can be detected at the hypervisor level
using system calls executed by malicious processeswithin
aVM. A detailed fault model has been described in[18].

The proposed system consists of the following
components:

O A module to handle system calls executed by
VMs System Call Handler.

O An intrusion detection system - Detection
Engine.

O A database of known attack signatures - Attack
DB.

O An intrusion impact analysis module - Impact
Analysis Module.

O A module to create and manage VM profiles -
Profile Engine.

The Hypervisor, as described in Fig. 2, represents the
virtualizing software and facilitatesthe function of multiple
independent VMs within a single physical machine as
described by [16]. A SCH (System Call Handler) is
envisaged to receive system calls executed by monitored
VMs viathe system call interface and transfers it to the
DE (Detection Engine) to detect any possible malicious

operations intended to be performed by the system call.
The DE can be either an anomaly based or misuseintrusion
detection system. In case of amisuse intrusion detection
system, the DE can consult the Attack DB for signatures
of known attacks. Otherwise, the DE can consult a PE
(Profile Engine) to perform anomaly based intrusion
detection. The PE is envisioned to create and manage
security profilesfor monitored virtual machines and can
consult external components such as a global resource
manager for the cloud. These profiles include security
characteristics of a virtual machine along with other
attributes. In the event that a system call isidentified as
malicious by the DE, the system call istransferred to the
IAM (Impact AnalysisModule) to evaluateimpact of the
intrusion identified by the DE. Aswith the DE, the |AM
can also consult with a PE to obtain VM specific
information such as security characteristics of thevictim
VM. Findly, IAM isenvisioned to eval uate theimpact of
anintrusion for amalicious event and communicate with
an IRS (Intrusion Response System) to convey the result
of impact analysis. The intrusion response process is,
therefore, completed by the IRS by executing aresponse
in accordance with the impact analysis.

4, CASE FOR THE USE OF
CLASSIFICATION TECHNIQUES
FOR INTRUSION [IMPACT
ANALYSIS

Machine learning based classification techniques have
been used in contemporary systemsto achieve objectives
such as effective intrusion detection as demonstrated by
[25-26]. Within this context, intrusion detection problem
can be generalized as a classification problem where a
classifier has to classify a given event into two classes
i.e. normal or malicious. The approaches discussed in
[25-26] highlight the effectiveness of machine learning
based classification approachesto achievethis objective.
These schemes and the results from the evaluation of
these efforts provide the motivation to adopt machine
learning based classification techniques to achieve the
objectives of this research.

Mehran University Research Journal of Engineering & Technology, Volume 31, No. 1, January, 2012 [ISSN 0254-7821]

111



A Machine Learning Based Intrusion Impact Analysis Scheme for Clouds

Inrelationtothis, the problem of intrusionimpact analysis
can be generalized as a classification problem. At a
particular instance in time t, consider an application Z,
whichrepresentsaworkload hosted withinaVM and VM,
whereZ={Z ,Z,Z,,...,Z } representsaset of applications
hosted withinaVM, andVV={VM VM _VM,,....VM, }
represents the set of VMswithin aCloud. Clearly, Z eZ,
and VM eVV. Now, if X, represents the security
characteristics of an application Z  where
XX={X,X,,X,,...,X } represents the set of security
characteristics for Z, X, eXX. Also, if M, represents an
intrusonwhereM={M ,M_M,,...,M } representsaset of
potential intrusions for aparticular application Z wherel
is an exponentialy large number, the impact | of the
intrusion M, on the application Z, can be defined as a
function of M, and the security characteristics X of victim
applicationZ. i.e. 1=f(M ,X)).

Now, consider adataset D containing arecord of intrusions
on the victim application. Each element d. in this dataset

Domain 0/Privileged Domain

Consult VM
Profile

Profile Engine

Consult VM
Profile

Detect Malicious
System Calls

System Call
Handler

Impact Analysis
Module

Detection Engine

representsamalicious event M, which can have adifferent
degree of impact for the victim application. Also, if
C={c,c,cC,,... ,cp} represents a set of classes or levels of
impact, then the impact of the intrusion M, on the victim
machine VM, can be mapped to one of the element of C.
Withinthiscontext, the output for function | can bedefined
as under:

I =f(M,X){:c}

where ¢ isan entity in set C representing possible levels
of impact.

From the above definitions, the impact analysis of an
intrusion resultsinto aclassification comprising different
levels of impact as represented by C. These levels of
impact can be regarded as different classes whereby a
class is distinguished by values of different attributes
such as; intrusion, state of the SLA, and security
characteristics of thevictim VM. The argument described
above leads to the conclusion that intrusion impact

SN

Evaluate Guest Guest
I " ues ues
fmpac w | **| w
Known Attack
Detection
J _______________________ -

Hypervisor

FIG 2. MODEL FOR THE PROPOSED SYSTEM
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analysis problem can be generalized as a classification
problem. However, it should be acknowledged that it
doesrequire appropriate definition of thelevelsor classes
of impact. Furthermore, as the impact of an intrusion
depends on a number of factors described earlier, it
increases the complexity of the process and therefore,
makes it extremely difficult to evaluate impact for all
known intrusions against all possible application types.
Machinelearning based classification techniques present
an opportunity to address this issue efficiently.
Therefore, machine learning based classification
techniques have been used as part of the proposed
scheme to perform intrusion impact analysis.

S. METHODOLOGY

An intrusion can be the result of exploitation of VM
vulnerability. Impact of an intrusion can be driven by
various parameters. Therefore it is useful to explain the
assumptions of this research. The proposed scheme in
this paper is established on the belief that theimpact of an
intrusion on a virtual machine rely on various factors
including; security requirements of an application hosted
on avirtual machine, state of anegotiated SLA beforehand,
and attack frequency on avictim VM. However, therecan
be more parametersto analyseimpact of anintrusion, but
it is assumed that these are profound aspects of aVM.

Security requirements and related policy definitions can
be included in a guest VM. Management of these
reguirements and policy definitions can also be handed
over to the target VM itself. In order to achieve this, the
target VM may haveits own policy engine to coordinate
withaprivileged VM having impact analysisand detection
components. This sort of design is appealing due to its
simplicity and easinesswhileimplementing the system of
VVMs. However, inthismodd, VM itssecurity reguirements,
policy definitions and management are not isolated. In
case of an attack, the attacker has an advantage to temper
the policy definitions and launch attacks for itsmalicious
activities. These malicious activities may look as legal
actions of the system as the security policy definitions

have been modified. The design is contradictory and also
supports our assumption i.e. a VM cannot be trusted to
delegate a responsibility of protecting policy definitions
and management rather al guest VMs may be treated as
malicious. While considering these limitations, the simple
and easy to implement design may not be applicable to
calculate impact of intrusions. Therefore we adopted a
design that may have flexibility to customize security
definitionsand policieswhilst providing completeisolation
of policies and their management from the guest virtua
machines. | n the adopted design the security requirements
are proposed negotiation with respect to an appropriate
SLA inplace. Thisapproach of the design provides ability
to a user to list and define the SLA related security
requirements in resource acquisition process. In order to
specify the security requirementsof SLA during resource
acquisition process, quantification of the security isneed.
Thishasbeen summarizedin our previouswork [17].

A SLA statesplay avital rolein building and maintaining
trust of a system. Although, our work is not focused to
maintain or build trust of the system, but it is useful to
define SLA states to calculate the impact factor of an
intrusion. Responsetime of aworkload beside other factors
is an important entity and the time while executing a
business process or workload, istreated asastate of SLA.
In theimpact analysis the response time of aworkload in
execution transformsinto remaining timeto completethe
workload. Timeto compl ete theworkload hasbeen defined
as SLA state because to our understanding the available
timein aVM issignificantly affected with an intrusion.
Preferably, a SLA state is derived from a number of
parametersincluding metricsof quality of service, available
resource etc. In order to include all these parameters in
SLA state, afull fledge monitoring systemis required to
establish, that is why this has been excluded from the
scope of this research. However, to avoid this limitation
an aggregated metric depicting a SLA stateis adopted to
analyse the impact formally. Finaly, an attack attempt
occurrencesi.e. frequency that are targeted on a specific
security requirement highlights either high value assets
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areunder attack or it islikelihood that a successful attack
will soon belaunched on the security requirement. Hence,
an efficient and timely mechanism is need to prevent the
high frequency attacks and very same reason holds behind
the designation of attack frequency as one of the prime
factorsfor impact of an intrusion analysis.

As stated earlier, it has been proposed to resolve the
impact problem by modelling it as a classification or
taxonomical problem. In this context, techniques of
machinelearning are applied to the creation of taxonomy
or to perform the classification. For an offline analysis,
unsupervised learning techniques are preferred due the
variance over the length of datasetsin examination. This
property of the unsupervised learning techniques leads
to unsuitability for systems that need real-time or
concurrent classification. The problem wetry to address
in this paper is of the real-time classification type so
unsupervised learning techniques may not be a
candidate solution to it. In supervised learning
techniquesalearning processor initial trainingisrequired
to be present for the rest of learning and classification
process. But the research problem explained hereinthis
paper does not have any historical data regarding the
intrusion impacts over virtual machinesneither it can be
maintained for areal-time process. Therefore, it isvery
difficult to apply supervised learning techniquesto solve
the problem. In order to mitigate thischallenge, adynamic
weighted scheme was developed to facilitate training
phase for the selected supervised classification
techniquei.e. decision trees. The details of this scheme
have been presented in [18].

6. EXPERIMENTATION AND
EVALUATION

As discussed by [19], the effectiveness of an intrusion
response is characterised by two factors i.e. (i) the
response should be in accordance with the impact of an
attack, and (ii) the response should be executed with
minimum possible delay. Within this context, the

evaluation of the proposed schemeisfocused assessment
of the scheme against the criteria proposed by [19].
Specifically, the overall evaluation of the proposed
system comprised of experiments to evaluate the
effectiveness of the intrusion impact analysis scheme
with respect to (i) correctly determine the impact of an
intrusion and (ii) overall intrusion response time. The
overall objective of these experiments is to investigate
the effectiveness and feasibility of machine learning
techniquesfor intrusion impact analysisfor Clouds. The
experiments were conducted on a general purpose
workstation with Intel Core 2 Quad CPU 2.83GHz and
4.0GB memory. The machinelearning algorithm used for
these experiments was C4.5 [20]. The choice of this
algorithm ismotivated by its splendid successto perform
effective intrusion detection as demonstrated by [25-
26]. However, the software used to perform these
experiments was the Weka machine learning software
[21]. Wekaisamachine|learning software platform which
providesthe ability to perform rigorous experimentsusing
various machine learning techniques. The software has
a very rich library with respect to machine learning
techniques and provides variety of toolsto support both
graphical user interface and programmable API
(Application Programming Interface).

In order to evaluate the performance of the proposed
impact analysis scheme, two types of experiments were
conducted i.e. intrusion impact analysis experiments and
experiments for intrusion response time. For these
experiments, random subsets of data produced as part of
the process described in [18] were used. Thetwo types of
experiments performed are described below along with
their respective results.

6.1 Experiments for Intrusion Impact

Analysis

In order to assess the proposed scheme, a set of
experiments were performed using different training and
test datasets. Specifically, each round of the experiments
involved four different datasets randomly generated using

Mehran University Research Journal of Engineering & Technology, Volume 31, No. 1, January, 2012 [ISSN 0254-7821]

114



A Machine Learning Based Intrusion Impact Analysis Scheme for Clouds

the process described in [21]. Additionally, the elements
of these datasets were labelled with appropriate classes
using the dynamic weighted schemedescribed in[21]. For
each of these four subsets of data, one subset was used
as training data to build a classifier. After the training
phase, the classifier wastested against theremaining three
subsets of data. This ensures that the test data is
essentially unseen for the classifier and is different from
the training data. Furthermore, these experiments were
repeated four times (four rounds) and resultswere averaged
to preservethe objectivity of the experimenta results. This
effectively means that the experiments were conducted
sixteen different randomly generated datasets and results
wereaveraged.

Table 1 presents the results of these experimentswhere
each row in this table represents one round of
experiments and each round of experimentsis conducted
with four different datasets as described above. The
entriesin thistable present the percentage of correctly
classified elements from for each experiment.
Furthermore, Fig. 3 presents the results of these
experiments with dataset 1 as the training dataset and
rest as the test datasets.

As can be seen from both the Table 1 and Fig. 3, the
results present avery encouraging picture. Although these
results present lower success rates than the results of
cross validation, still the lowest average success rate is
84.03% which is very promising with respect to the
feasibility of using machine learning based classification

TABLE 1. AVERAGED PERCENTAGE SUCCESS RATES OF
EVALUATIONWITH DIFFERENT TEST AND TRAINING

SETS
Egar;;g Dataset-1 | Dataset-2 | Dataset-3 | Dataset-4
Dataset-1 X 89.959 86.824 92.176
Dataset-2 90.578 X 88.912 94.665
Dataset-3 91.171 84.031 X 90.440
Dataset-4 | 94.273 94.275 92.242 X

techniquesfor theimpact evaluation problem. Furthermore,
Fig. 4 presents the average success rates for these
experiments. As can be seen from this figure, the lowest
average success rate is 84.03% whereas most of the
remaining results have success rates higher than 90%.
Thisisreflectsahigh degree of effectivenessof the scheme
and therefore, demonstrates the effectiveness of the
proposed approach for intrusion impact analysisfor Clouds
ingeneral and feasibility of using machinelearning based
classification approaches for problem addressed in this
paper in particular.
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FIG 3. RESULTS OF EXPERIMENTS WITH DATASET 1 AS
TRAINING AND REST AS TEST SETS
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6.2 Experiments for Intrusion Impact

AnalysisTime

For the purpose of the evaluation with respect to impact
analysis time, the experimental data is divided into a
number of sub-datasets randomly to achieve rigorous
evaluation. Additionally, in order to assess the impact
analysistime for the proposed method, the time required
by aclassifier to evaluate severity of one malicious event
iscalculated using Javasbuilt-in functionalities. Thistime
isthen averaged over the entire popul ation of each dataset
and therefore represents average impact analysistimefor
aclassfier. Theseexperimentsarerepeated four times (each
represented as around in Fig. 5) to take into account the
repeatability of the experiments. The results of these
experiments along with the averageimpact analysistimes
for respective rounds of experiments have been presented
inFig. 5and Table 2.

Asevident from Table 2, the average impact analysistime
for all the experiments is less than 2us with a best of
1.463puswhich represents an exceptional improvement as
compared to the 7secondsrequired by ahighly experienced
human administrator [22]. Furthermore, pH [23] represents
an effort to develop an automated intrusion response

257 1 Test Data 2
B Test Data3
Test Data4
2-
@
§ 1.5
=2
£ Y
'_
0.5
0- T T T !
Round 1 Round 2 Round 3 Round 4

Rounds of Experiments

FIG 5. IMPACT ANALYSIS TIME IN MICROSECONDS FOR
PROPOSED INTRUSION IMPACT ANALYSI'S METHOD

system by simply delaying or aborting abnormal system
calls. Although pH only delays or aborts system calls
without doing any further processing, it is reported to
incur averagetime overhead of 4.7us. In comparison with
thisoverhead, the best averageimpact analysistimefrom
Fig. 5i.e. 1.463usrepresentssignificant improvement. This
improvement isfurther enhanced considering the fact that
the time consumed in pH is for delaying system calls
whereas the time consumed in thisresearch isto perform
rigorous intrusion impact analysis thereby facilitating
rigorous intrusion response. This demonstrates the
effectiveness of the proposed method to facilitate effective
intrusion response with reduced overall intrusion
response time.

The overall intrusion response is composed of (i) the
intrusion detection time, (ii) theimpact analysistime, and
(iii) response execution time[22]. Within this context, the
scheme proposed in this paper is focused at intrusion
impact analysis and therefore envisages to achieve
significant reductioninthe overall intrusion responsetime
by reducing the impact analysis time. Therefore, the
experiments conducted with respect to intrusion impact
analysis time represent an effort to evaluate the
contribution of the proposed scheme towards the overall
intrusion response time. The results presented in Table 2
show the significant reductionin theimpact analysistime
achieved by the proposed scheme viathe use of machine
learning technique and remark a significant improvement
as compared to the traditional approaches. This clearly

TABLE 2. AVERAGE IMPACT ANALYSISTIMESIN
MICROSECONDS FOR THE PROPOSED METHOD

-Igr;arzerlg Dataset-1 | Dataset-2 | Dataset-3 | Dataset-4
Dataset-1 X 1.638 1.648 1.598
Dataset-2 1.619 X 1.685 1.545
Dataset-3 1.696 1.793 X 1.775
Dataset-4 1.487 1.463 1.754 X
Average 1.600 1.632 1.697 1.639
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indicates the contribution of the impact analysis scheme
towards significant reduction in the overall intrusion
response time. However, the performance of the scheme
with respect to the overall intrusion responsetime requires
an implementation of the integrated system presented in
[14]. The effortsin thisregard are in progress and are an
integral part of our future work.

7. CONCLUSIONS

Cloud computing has emerged as a novel paradigm to
revolutionize the contemporary approach to computing.
However, the extensive adoption of Cloudsisthreatened
by the security challengesfaced by it. Thispaper isfocused
at one such challengei.e. intrusion impact analysiswhich
is paramount to achieving effective intrusion response.
The paper presents a novel method to address this
problem for Cloudsin theform of acontext-aware scheme
which is capable of evaluating impact of an intrusion in
accordance with the security characteristics of thevictim
VM. The paper also presents rigorous evaluation of the
method to assess the effectiveness of the scheme to
achieve precise intrusion impact analysis. The results of
this evaluation show high degree of effectiveness of the
method to correctly determine the impact of anintrusion
for a victim VM. Furthermore, the experiments also
demonstratethe effectiveness and feasibility of the method
tosignificantly reducethe overall intrusion responsetime.
Aspart of current and future activities, theimplementation
of the proposed method is in progress with iVIC [24], a
real Cloud system.
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